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As software development projects continue to be over budget and behind schedule, re-
searchers continue to look for ways to improve the likelihood of project success. In this

research we juxtapose two different views of what influences software development team
performance during the requirements development phase. In an examination of 66 teams from
15 companies we found that team skill, managerial involvement, and little variance in team
experience enable more effective team processes than do software development tools and
methods. Further, we found that development teams exhibit both positive and negative
boundary-spanning behaviors. Team members promote and champion their projects to the
outside environment, which is considered valuable by project stakeholders. They also, how-
ever, guard themselves from their environments; keeping important information a secret from
stakeholders negatively predicts performance.
(Information Systems Development; Team Processes; Case Tools; Software Development; Managerial
Effectiveness)

1. Introduction
As business increasingly relies on more powerful com-
puter systems and as software becomes embedded in
more industrial and consumer products, the need to
effectively manage larger and more critical software
development projects is acute. In spite of over 40 years
of effort, the ability to do so continues to elude us.

The information systems field has numerous exam-
ples of highly visible software development failures.
For example, the opening of Denver’s new interna-
tional airport was delayed for more than a year, at a

cost of more than $1 million per day, due to a software
problem in the automated baggage-handling system.
The Confirm travel reservation system was recently
canceled, with sunk costs exceeding $125 million. And
the Federal Aviation Administration is currently five
years behind schedule and more than $1 billion over
budget in its development of a new air traffic control
system (Gibbs 1994).

These costly and conspicuous failures of software
development projects point to a serious challenge for
IS researchers. We must carefully examine the software
development process to understand how to develop
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better systems. A first step is to focus on the require-
ments phase. Getting the requirements right may be
the single most important and difficult part of the soft-
ware development process (Guinan 1986, Salaway
1984, Holtzblatt and Beyer 1995).

However, the research literature is replete with
examples of users’ inability to accurately specify
their requirements (Edstrom 1977, Boland 1978, Scott
and Simmons 1974), and developers are frequently
criticized for being both unable to elicit requirements
from users (Salaway 1984, Davis 1982) and unwilling
to work with these requirements because they seem to
think they know what is best for the user (Bostrom and
Kaiser 1982, Cronan and Means 1984). If the require-
ments are incomplete or inaccurate, the final system
will not meet the needs of the client population
(Salaway 1984, Holtzblatt and Beyer 1995), and a sys-
tem that does not meet user needs is a failure by def-
inition. In addition to being critical, the requirements
determination phase of system development is ex-
tremely complex (Davis 1982, Curtis et al. 1988). Given
its complexity, requirement determination is typically
conducted by teams and thus current theories of group
behavior provide a viable lens through which to study
the problem (Hackman and Oldham 1980, Gladstein
1984, Ancona and Caldwell 1992, Goodman et al.
1987). Creating common goals and visions for the pro-
ject, managing team progress and failures, and main-
taining a positive group atmosphere are all significant
behaviors that take place during the requirement de-
termination phase.

In this research, we study 66 software design teams
in 15 companies in order to identify the full range of
team dynamics that take place during the requirement
determination phase. We direct the study by focusing
on the following two questions: (1) what are the group
processes exhibited by high-performing software de-
velopment teams, and (2) what factors enable these
processes? To answer these questions, we contrast two
views of group process enablers based on the litera-
ture—one focused on behavioral factors and the other
on technical factors—and empirically test the contri-
butions of each group of factors to the performance of
software development teams during requirements
definition.

2. Research Model
The first research question addressed by the study is:
what are the group processes exhibited by high-
performing software development teams? There have
been a number of different approaches to examining
the processes that underlie effective design and devel-
opment activities. Drawing on a number of different
theoretical rationales such as conflict management
(Elam et al. 1991, Robey et al. 1989), problem solving
(Vitalari 1981), organizational learning (Salaway 1984),
and control theories (Henderson and Lee 1992), it be-
comes obvious that a valuable way to understand sys-
tem development is to understand the processes that
team members exhibit while working with users and
other team members. What other studies typically
have not addressed, however, are the broad range of
team group processes inherent in requirements deter-
mination and the factors that influence them (for an
exception, see Robey et al. 1989).

In this study we incorporate a number of theoretical
perspectives, focusing on group process theories. The
basic premise of these theories is that performance is a
result of the interactions and dynamics among team
members (McGrath 1991, Hackman 1990, Gladstein
1984). We apply this premise to IS teams by focusing
on the group processes the teams exhibit during re-
quirements determination.

The second research question this study addresses
is: What factors enable the group processes exhibited
by high-performing teams? There are at least two dis-
tinct perspectives on these issues. Some researchers
have argued that tools and methods will enhance or
impede group processes (Dennis et al. 1988,
Henderson and Cooprider 1990, Sambamurthy and
Poole 1992). For example, researchers have focused on
specific techniques and methodologies to direct the
team in carrying out requirements determination
(Davis 1982, Card et al. 1987, Topper et al. 1994). Al-
though results of empirical tests of the impact of meth-
ods on development team performance have been
mixed (Zmud 1983), it is still generally believed that
methods such as Joint Application Development, busi-
ness enterprise modeling, and structured analysis pos-
itively affect the quality of the final requirements
(Yourdon 1989, Martin and McClure 1988).
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Figure 1 Conceptual Model

Alternatively, traditional group researchers argue
that the behaviors and capabilities of the team mem-
bers are the major influence on group processes
(Hackman et al. 1976, Hackman and Morris 1975,
Hackman 1983, Gladstein 1984, McGrath 1984). Re-
search that has focused on the group processes that
developers exhibit during requirements determination
has found, for example, that communication behaviors
are related to stakeholder-rated performance (Guinan
1988).

These two distinct perspectives drive our examina-
tion of what influences group processes in the require-
ments determination phase of the systems develop-
ment life-cycle. The technologist argues that tools and
techniques make the critical difference (Topper 1994,
Card et al. 1987), whereas the behaviorists maintain
that people, skills, and team characteristics most de-
termine success (Hackman and Oldham 1980, McGrath
1984, Ancona and Caldwell 1992). While no one would
argue that either world view is complete by itself, it is
our intention to juxtapose the two views in a single
study in order to better understand the relative con-
tributions of each. Figure 1 illustrates our guiding re-
search model, presenting the major constructs and re-
lationships. The following section describes each
component of this model in detail.

Group Processes and Performance
We begin with a discussion of the group processes that
contribute to the successful performance of a group.
We divide these processes conceptually into two sepa-
rate classes: internal and external.

Internal Group Processes. The group process lit-
erature has traditionally divided the types of interac-
tions among individuals inside a group (i.e., the inter-
nal group processes) into two distinct categories: those
that affect the emotional well-being of the team (rela-
tionship processes), and those that directly influence
the task to be addressed (production processes).
Relationship-oriented processes “build, strengthen
and regulate group life” (Bales 1958), while production
processes enable the group to “solve the objective
problems to which the group is committed” (Philip
and Dunphy 1959).

Relationship Processes. Relationship processes regu-
late and strengthen internal group interactions. Such
relationship-oriented activities aim to create an envi-
ronment in which team members share positive,
friendly feelings toward each other as well as a sense
of loyalty and responsibility toward each other and a
common goal (Festinger 1950). Value is placed on open
communication, supportiveness, commitment to the
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team, and positive interpersonal relations (Collins and
Guetzkov 1964, Argyris 1966, Dyer 1977, Kiesler 1978,
0’Reilly and Pondy 1979).

The relationship between relationship processes and
performance has been more assumed than theoreti-
cally derived or empirically documented (Goodman et
al. 1987, Levine and Moreland 1990). However, devel-
opment projects frequently last considerable lengths of
time and require extensive coordination among mem-
bers (Kraut and Streeter 1994) and considerable com-
mitment by individuals to behave like a team
(Henderson 1987, 1988). Thus, relationship processes
may prove a particularly important contributor to the
cause of building better systems.

Hypothesis 1a. Relationship processes are positively
related to team performance.

Production Processes. Decision theorists have identi-
fied specific types of production activities critical to
improving team performance (Pounds 1969, Van de
Ven 1974, Hackman et al. 1976, Hoffman 1979). They
include maintaining the team’s schedule, providing ef-
fective plans for coordination, and exploring the best
ways to ensure the effective flow of work between
team members (Hackman et al. 1976, Hoffman 1979,
Van de Ven 1974). Locke et al. (1987) and Buller (1986)
found that production-related processes such as iden-
tifying problems and implementing action plans are
important determinants of team success.

In an information technology context, researchers in-
terested in studying the production activities of devel-
opers have typically focused on the problem-solving
and decision-making abilities of individual system de-
velopers (Vitalari 1981)—the team has not been the
level of analysis. In a study of software team perfor-
mance, Henderson and Lee (1992) found that produc-
tion processes affect performance. This is one of the
few studies that has looked at production capabilities
from a team perspective. We argue that production
processes are important determinants of success.

Hypothesis 1b. Production processes are positively re-
lated to team performance.

External Group Processes. Teams that manage
their external dependencies and are able to obtain criti-
cal resources are predicted to perform better than those

that only manage their internal dynamics (Allen 1969,
1970, 1977; Pfeffer 1972, 1986; Pfeffer and Salancik
1978). In research and development laboratories, for
example, communication across boundaries is critical
for team success (Allen 1984; Katz and Tushman 1981;
Tushman 1977, 1979). Successful new product design
teams manage their lateral communication with indi-
viduals who are not formal team members to complete
their work (Gladstein 1984, Ancona and Caldwell
1990).

Communication across organizational (e.g., depart-
mental) boundaries is both inefficient and prone to bias
and distortion (Dearborn and Simon 1958, March and
Simon 1958, Wilensky 1967). One way to deal with the
difficulties in communicating across organizational
boundaries is to develop special boundary-spanning
roles (March and Simon 1958, Thompson 1967, Aldrich
and Herker 1977). While significant attention has been
paid to the importance of boundary spanning, little re-
search has attempted to discuss and operationalize the
specific activities that individuals perform when ex-
hibiting these roles (Tushman 1977). Ancona and
Caldwell (1988) describe the activities related to
boundary spanning in new product development
teams. They found that high-performing teams gen-
erally engage in more externally oriented activities
than do low-performing teams.

Although IT researchers discuss the importance of
managing external boundaries (Markus 1983, Zmud
1983, Bostrom 1982), little research has examined the
external activities that development teams exhibit in
order to be effective (for an exception, see Zmud 1983).
Two types of external activities that are important to
understanding the requirements determination task
are visionary processes (which help to promote and
coordinate the team with outsiders) and guard pro-
cesses (Ancona and Caldwell’s 1988 term for activities
designed to keep information inside the team until the
team desires to release the information).

Visionary Processes. Visionary activities are aimed at
interpreting and influencing the team’s environment.
They are a combination of the activities Ancona and
Caldwell (1990b) label ambassador and scout. Refer-
ring back to the familiar role of the gatekeeper in R &
D research (Tushman 1977), these activities include at-
tending to external constituents while maintaining or
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improving the political legitimacy of the group
(Aldrich and Herker 1976).

In an IT context, project managers frequently per-
form visionary activities, but visionary activities are
perhaps most closely associated with the role of project
champion (Lockett 1987, Reich and Benbasat 1990,
Runge 1988, Vitale and Ives 1988). A champion is often
a manager who actively promotes IS solutions. Cham-
pions normally have the organizational clout and po-
litical savvy to overcome resistance to the drastic or-
ganizational change brought on by new information
systems (Beath 1991).

Hypothesis 2a. Visionary processes are positively re-
lated to team performance.

Guard Processes. Guard activities (Ancona and
Caldwell 1990b) monitor and restrict the teams’ exter-
nal influences. Specifically, guards evaluate requests
for information or resources by outsiders and help to
determine what information the group will release in
response to those demands.

When designing software, these activities may be
important to team survival but may operate differently
depending upon the project’s stage in the life cycle. At
requirements determination, guard activities may not
be appropriate since involvement and input from all
interested parties are required and an open exchange
of information is critical to success (Whitten et al.
1989).

Hypothesis 2b. Guard processes are negatively related
to team performance.

Performance
Historically, the performance of IS design teams has
been measured in many different ways. A variety of
measurement methods have been proposed and used.
Unfortunately, most of these methods have significant
measurement problems (Kemerer 1989, DeLone and
McLean 1992). For example, due to differences in en-
vironments and how costs are allocated, it is notori-
ously difficult to find objective (e.g., accounting) mea-
sures that are consistent across firms, especially in the
software development area. We address these prob-
lems by using two perspectives of performance:
stakeholder-reported team performance and team-
reported team performance. First, we view IS devel-
opment in general—and requirements determination

specifically—as an activity intended to produce a
product that will affect one or more stakeholders.
Stakeholders are individuals who are not team mem-
bers but influence design activities and/or are affected
by the resulting IS. These stakeholders assess perfor-
mance based on their knowledge of the organizational
needs, experience with previous and ongoing system
design projects, and their expectation of quality work.
For example, Bourgeois (1980) used a panel of man-
agers as judges of a group’s performance.
Venkatraman and Ramanujam (1987) suggest that per-
ceptual assessments of performance provided by
knowledgeable managers (i.e., stakeholders) have a
high level of convergence with other objective mea-
sures of performance. In addition, using stakeholders
helps to eliminate self-report bias of performance rat-
ings provided by team members themselves.

Performance assessments often vary across constit-
uent groups because as constituent groups have dif-
ferent interests and different data (Tsui 1984). For ex-
ample, several studies of group performance have
found differences between stakeholder performance
ratings and ratings by team members (Ancona 1990,
Gladstein 1984, Ancona and Caldwell 1992). It may be,
for example, that team members are more interested
in creating a more productive, task-oriented environ-
ment, while stakeholders are more interested in the
specific outputs generated by the team. In addition,
team members have a constant stream of information
about team interaction and can use that to evaluate
performance. Stakeholders are more distant and fre-
quently rely on specific quantitative data such as meet-
ing budget and schedule commitments. We therefore
conceptualize performance in two different ways: the
team members’ ratings of their own performance and
the stakeholders’ evaluation of it.

Antecedents of Group Processes: Two World
Views. We have outlined the importance of a broad
set of group processes—both internal and external—
that we believe influence software development team
performance. We next contrast two different classes of
variables which we believe will influence these group
processes during requirement determination: behav-
ioral and technical.

A Behavioral Perspective. The behavioral perspective
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argues that the capabilities and characteristics of team
members are the major influence on group proceses.
In presenting this perspective, we focus on three pri-
mary determinants: experience spread, team skill, and
managerial involvement. Each is discussed in turn.

Experience Spread. Design team composition is an im-
portant antecedent to team effectiveness in software
design (Brooks 1987, Boehm 1981 and 1987). Aspects
of team composition that may be related to team effec-
tiveness include previous experience with the task,
which implies the background and organizational
awareness/competence to accomplish the task as well
as the skills/expertise that the team brings to bear on
the project. Previous research in small group behavior
emphasizes the impact of experience and team exper-
tise on team effectiveness (Schutz 1966, Shaw 1971,
Sutton and Rousseau 1979, Hackman and Oldham
1980).

In this study we examine the experience spread of
the team members, rather than experience itself. The
demography literature suggests that demographic di-
versity increases conflict, reduces cohesion, compli-
cates internal communications, and hurts coordination
within the team (Dougherty 1987, Kiesler 1987, Pfeffer
and O’Reilly 1987). The group literature reminds us of
the difficulties incurred when attempting to unify dif-
ferent cognitive attitudes and values (Bettenhausen
and Murnighan 1985, Shaw 1971) such as those found
on teams with members who have different levels of
experience. According to Ancona and Caldwell (1992),
“if not managed effectively, this diversity can create
internal processes that slow decision making and keep
members from concentrating on the task” (p. 323). Al-
though not studied extensively, a few studies have
found that demographic variables such as experience
spread may act indirectly through processes such as
social integration (O’Reilly et al. 1989). To date, pre-
vious work in IT has not examined the impact of ex-
perience spread on team performance. We argue that
experience spread will influence internal and external
processes. For example, O’Reilly et al. (1989) found
that teams with similar degrees of experience on the
job are more socially integrated—they create and ex-
perience shared models of the world. It is reasonable
to assume then that these teams are more likely to be

more cohesive; more likely to engage in relationship-
type behaviors. With similar logic, a production-
oriented team with similar levels of experience on the
job shares the same view of the task and how to ac-
complish the task enabling a smoother approach to
solving design and development problems.

In regard to external processes, experience spread
may influence them differently. Specifically we argue
that teams that are homogeneous—i.e., have a small
degree of experience spread—are less likely to exhibit
visionary processes because they are not aware of the
need to look beyond their immediate boundaries for
help in their problem-solving processes. Based on the
work of Allen (1984) teams with little diversity tend to
exhibit the “not invented here” syndrome which may
translate into their unwillingness to exhibit boundary-
spanning processes. Furthermore, a more homoge-
neous team is more likely to erect walls and turn in-
ward and is then more likely to exhibit guard
processes.

Hypothesis 3a. Experience spread is negatively re-
lated to relationship processes.

Hypothesis 3b. Experience spread is negatively re-
lated to production processes.

Hypothesis 3c. Experience spread is negatively related
to visionary processes.

Hypothesis 3d. Experience spread is negatively re-
lated to guard processes.

Team Skill. Goodman (1986a) points out that when
studying work teams, skill is an important ingredient
in team effectiveness, yet “no one really knows what
skill means or how it relates to other variables” (p.
109). In IS development teams, skill (defined as the
breadth of abilities team members provide a group)
has been directly related to increased team perfor-
mance (Curtis et al. 1988, Rash and Tosi 1992, White
and Leifer 1986). Brooks (1987) stresses the importance
of people factors in addressing the essence of the soft-
ware development problem. In his view, effective soft-
ware development requires the use of developers with
superior abilities. Boehm (1981, 1987) similarly focuses
on the significance of team staffing in relation to IS
productivity improvement. He stresses the importance
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of selecting the most highly skilled people to work on
a particular project. Because the productivity differ-
ence between exceptional performers and average per-
formers is believed to be so significant in software de-
velopment, the use of highly skilled team members
plays a crucial role in overall project success (Brooks
1987, Boehm 1987).

While this research suggests that skill directly im-
pacts performance, research on problem-solving teams
in laboratory settings has found that team skill influ-
ences internal processes which in turn influence per-
formance. Specifically, it is established in the group
literature that highly skilled team members exhibit
both production and relationship oriented processes
(Schutz 1996, Shaw 1971, Sutton and Rousseau 1979,
Hackman and Oldham 1980).

Gladstein found that more highly skilled team mem-
bers exhibit more boundary-management activities,
but she did not break them down into particular types
of processes. We empirically test for different types of
boundary-management processes. For example, it may
be that highly skilled team members carry out vision-
ary processes but not guard processes during require-
ments determination. Previous literature does not in-
dicate these differences; hence, based on related work
from the networking literature that posits a relation-
ship between gate-keepers and their expertise (Allen
1984, Katz and Tushman 1981), we posit the following
hypotheses:

Hypothesis 3e. Team skill is positively related to re-
lationship processes.

Hypothesis 3f. Team skill is positively related to pro-
duction processes.

Hypothesis 3g. Team skill is positively related to vi-
sionary processes.

Hypothesis 3h. Team skill is positively related to
guard processes.

Managerial Involvement. One of the crucial functions
of a manager is to increase the performance of subor-
dinates (Howell 1986). Managerial involvement is be-
lieved to influence work team effectiveness (Yukl 1989,
Hackman 1984, Hunt et al. 1984). The extent to which
and the circumstances under which involvement

makes a difference is unclear. Managerial style—for-
mal or informal, participative or autocratic, or the now
popular transformational, charismatic leader—has
long been the focus of work in small-group effective-
ness research (Hoffman 1979, Vroom and Jago 1988,
Hackman 1983, McGrath 1984). These authors suggest
that the behavior of the project manager within a team
is directly related to increased performance. While this
may be the case, the prevalent view is that such be-
havior may be better understood through indirect
means. Intervening variables offer a richer, more com-
plete and in some instances unique view of the phe-
nomenon (Howell et al. 1986, Yukl 1989 and 1990,
Weed and Mitchell 1980). Similarly, much IT research
has not focused on the complex nature of the processes
of the project manager in relationship to team perfor-
mance (for an exception, see Henderson and Lee 1992).

Managerial involvement by the project manager is
defined as the relative importance of the formal lead-
ership role of the project manager. Leadership behav-
ior of this kind is based on the theoretical argument
that the project manager is perceived by the group as
a leader—an individual who by his or her stature on
the team has more influence than other members of
the team and so carries out particular leader functions
that cannot necessarily be shared (Yukl 1989). Thus,
managerial involvement is a social process in which
the project manager demonstrates a higher level of in-
fluence. He or she is more “directive,” “hands-on,” and
“involved” in the day-to-day workings of the team.
The approach is a behavioral approach to leadership
that emphasizes what managers actually do on the job
and the subsequent relationship to processes and
effectiveness.

In the context of software development, we posit
that the project manager’s degree of involvement in-
fluences both internal and external processes. We ar-
gue that because of the complexity inherent in software
development (Kraut and Streeter 1994), the lack of
structure in problem-solving (Vitalari 1981), and the
role ambiguity experienced by developers (Baroudi
1985), a strong project manager orientation is required
(Henderson and Lee 1992). Research conducted by or-
ganizational theorists has tested whether such mana-
gerial involvement has a stronger direct influence on
team effectiveness or a stronger indirect effect through
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internal and external processes (Hackman and
Oldham 1980). Following Vroom’s original work, we
test this relationship and argue that the type of man-
agerial involovement that is required of project man-
agers in this context will influence both internal and
external team processes.

It is reasonable to assume that the more involved the
manager, the more likely he or she is to influence
production-type processes because he or she is just that
much more aware of the day-to-day operations of the
team. Along this line, Lee (1989) found that an in-
volved manager exhibited task clarification and work
assignment processes similar to our notion of produc-
tion. Based on the work of Yukl (1989), an involved
manager is more a “part” of the team, more drawn into
the norms of the team and hence more likely to influ-
ence processes.

Previous work has not focused on the relationship
between boundary management processes and mana-
gerial involvement. Borrowing from the IT literature
however, we maintain that the personality type re-
ferred to as the “champion” exhibits the type of be-
haviors associated with these processes, and that the
champion is often the project manager. What remains
to be seen is whether or not members of the team ex-
hibit these behaviors as well. In regard to visionary
processes, because the manager is more involved in the
project he or she has a clearer understanding of the
team vision for the project and may therefore be better
able to “evangelize” it to the larger organizational in-
stitution. Likewise, managers may become such a part
of the team (Bostrom and Kaiser 1982) that they are
unable to distance themselves from the problems as-
sociated with keeping secrets from the organization
and are likely to engage in guard processes.

Hypothesis 3i. Managerial involvement is positively
related to relationship processes.

Hypothesis 3j. Managerial involvement is positively
related to production processes.

Hypothesis 3k. Managerial involvement is positively
related to visionary processes.

Hypothesis 3l. Managerial involvement is positively
related to guard processes.

A Technology Perspective
An important issue in the current conceptualizations
of team performance is the need to gain a better un-
derstanding of the context in which teams operate, fo-
cusing on the importance of the technology being used
(Goodman 1986a, McGrath 1991, Hackman 1987). By
technology, Goodman refers to the equipment—tools,
machinery, computers—and the software, methods,
and programs directly involved in and or changing an
object from one state to another (Goodman 1986a). A
recurring question in our field is how and to what ex-
tent technology influences the performance of individ-
uals, groups, and organizations.

Clearly, software development teams use a number
of “technologies” when performing their tasks. As an
example of a leading characterization of the types of
tasks performed in software design and development,
the impact of structured methods on team perfor-
mance has been an interesting research question. Al-
though heralded in the practitioner literature as one of
the most critical solutions to the software crisis
(Yourdon 1975, Martin and McClure 1988, Chapin
1979, Topper et al. 1994), empirical research suggests
that the impact of using these techniques is disappoint-
ing (Zmud 1983). However, the development com-
munity remains steadfast in its belief that the use of
structured methods makes a critical difference when
developing software (Yourdon 1989).

Structured Methods. Structured methods refers to a
philosophy of software development that emphasizes
an adherence to a set of consistent rules or methods
throughout a project (Yourdon 1975, 1989). Such meth-
odologies are often used by software development
teams to manage the inherent complexity of the soft-
ware development (Pressman 1982). These methods
often include broad programs such as systems devel-
opment life-cycles and information engineering, as
well as individualized techniques such as data flow
diagramming, data modeling, structured program-
ming, and object-oriented methods. By giving devel-
opment team members a relatively clear objective and
set of procedures for accomplishing their work, these
methods can improve both the group’s production
processes and their ability to work together as a team:
their relationship processes (Hackman and Oldham
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1980). Further, the use of structured methods encour-
ages stronger communication links with individuals
outside the team—particularly users (Yourdon 1989).
For example, JAD, business enterprise modeling, and
rapid prototyping are designed specifically to help en-
gage the team in the user’s point of view (Cooprider
and Henderson 1992) and to engage the user more
fully in development processes. Because of this, it is
expected that teams using structured methods are bet-
ter able to maintain task commitments and bridge ex-
ternal boundaries—increasing visionary processes and
reducing guard processes.

Hypothesis 4a. Structured methods usage is posi-
tively related to relationship processes.

Hypothesis 4b. Structured methods usage is posi-
tively related to production processes.

Hypothesis 4c. Structured methods usage is positively
related to visionary processes.

Hypothesis 4d. Structured methods usage is nega-
tively related to guard processes.

Production Technology. Henderson and Cooprider
(1990) proposed an empirically derived functional
model of CASE technology. Their model presents two
dimensions of CASE technology: production and co-
ordination.1 The view of CASE as an underlying pro-
duction technology emphasizes the ability of the tech-
nology to transform inputs into outputs (Kottemann
and Konsynski 1984, Perrow 1967). Although produc-
tion and coordination technologies are designed to
support the entire life-cycle, they are supposed to af-
fect the requirements determination phase of system
development in particular (Bustard and Winstanley
1994). Production technology is defined as “function-
ality that directly impacts the capacity of an individ-
ual(s) to generate planning or design decisions and
subsequent artifacts or products” (Henderson and

1Henderson and Cooprider (1990) actually include a third dimension
in their final model: organizational technology. However, they
found that this dimension could not be isolated empirically because
it affects tool use through its impact on production and coordination.
We therefore concentrated our effort on the two empirically vali-
dated dimensions of CASE tool functionality.

Cooprider 1990, p. 232), thus directly affecting the pro-
duction processes of the development team. In addi-
tion to these “first-level” effects on production pro-
cesses, however, these technologies are also expected
to have “second-level” effects that profoundly affect
the social contact and attention of the development
team members (Sproull and Kiesler 1991). These
second-level social effects impact the way developers
think and work together. Examples of such social im-
pacts from the use of CASE technology have already
been documented in the literature (Orlikowski, 1990).
In addition to these inter-team impacts, many devel-
opment teams are using these CASE production tech-
nologies to build system models and diagrams for
communicating design issues and decisions with users
and others outside the team. Such examples of using
productions technology (specifically, representation or
modeling technology) to aid communications between
developers and nonteam members lead us to expect
that production technology enhances the links be-
tween team members and users and other stakeholders
outside the team—increasing visionary processes and
decreasing guard processes. We therefore make the fol-
lowing hypotheses.

Hypothesis 4e. Production technology usage is posi-
tively related to relationship processes.

Hypothesis 4f. Production technology usage is posi-
tively related to production processes.

Hypothesis 4g. Production technology usage is posi-
tively related to visionary processes.

Hypothesis 4h. Production technology usage is nega-
tively related to guard processes.

Coordination Technology. Viewing CASE as a coordi-
nation technology focuses on the enabling and sup-
porting capabilities of the technology (Malone 1988,
Winograd and Flores 1987, Holt et al. 1983). A major
role of computer technology is to better support the
coordination needs of the organization (Malone 1988).
Coordination technology is defined as “functionality
that enables or supports the interactions of multiple
agents in the execution of a planning or design task”
(Henderson and Cooprider 1990, p. 233). Coordination
technology is expected to have its most obvious impact
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on team-related work (Cooprider and Henderson 1991,
Vessey and Sravanapudi 1995), using messaging and
other tools to improve communication between and
among team members and relevant outsiders.

The research on group decision support systems
(GDSS) provides a specific example of how such tech-
nology provides support for the production processes
of group work (DeSanctis and Gallupe 1987, Dennis et
al. 1988, Kraemer and King 1988). Newer research in
the area posits that the technology affects not only pro-
duction processes but the relationship processes of the
team as well (Zigurs et al. 1988, Poole et al. 1991,
Sambamurthy and Poole 1992). Thus, as with produc-
tion technology, coordination technology has both
first-level (production/efficiency) and second-level
(social/relationship) effects (Sproull and Kiesler 1991).
In addition to aiding internal team communication,
modern coordination technology enables linkages with
critical individuals outside of the team. Such links are
particularly important during requirements determi-
nation (Cooprider and Henderson 1991). By providing
team members with the ability to communicate and
share information with critical users and important
stakeholders, coordination technology is expected to
increase the amount of visionary processes that the
team uses, while correspondingly reducing the
amount of guard processes. We therefore make the fol-
lowing hypotheses.

Hypothesis 4i. Coordination technology usage is pos-
itively related to relationship processes.

Hypothesis 4j. Coordination technology usage is pos-
itively related to production processes.

Hypothesis 4k. Coordination technology usage is pos-
itively related to visionary processes.

Hypothesis 4l. Coordination technology usage is
negatively related to guard processes.

Direct Performance Impacts of Behavioral and
Technology Enablers
In specifying the role of internal and external group
processes as mechanisms that mediate the relationship
between enablers and performance, we have drawn
upon group, leadership, and coordination theories.
Here we have argued that two different world views’

a behavioral view and a technology view—identify im-
portant factors that affect the processes of the devel-
opment team, which in turn influence team perfor-
mance while generating information requirements.
However, there is previous research to suggest that
what we have labeled enablers directly influence team
performance. For example, Boehm (1978) and Curtis et
al. (1988) all argue that team skill and experience di-
rectly affect performance. Furthermore, what has been
called the technology imperative suggests that tech-
nology itself will directly influence performance. For
example, a number of researchers claim that CASE
technology will directly impact the quality and pro-
ductivity of the development team (Norman and
Nunamaker 1989, Chen and Norman 1992, Banker and
Kauffman 1991).

Given these different points of emphasis, we now
raise two important questions for investigation. First,
which view of enablers (behavioral or technological)
provides a better explanation for team performance
when taking into account their influence on group pro-
cesses? Second, do any of these enablers directly influ-
ence team performance? The following section de-
scribes the methodology of our study to address these
questions and test the above hypotheses.

3. Methodology

Research Design
The model described in the previous section was tested
using a cross-sectional field study of 66 teams perform-
ing requirements analysis in 15 organizations. The unit
of analysis is the team, since the intent is to understand
the behavior of a team as a whole rather than that of
the individual team members. The targeted develop-
ment projects were “mid-sized,” with each project ex-
pected to take from 12 to 15 months to complete. All
projects had business application software as their de-
sign domain. Each participating team was surveyed at
the end of the systems requirements phase of software
development. Thus, all teams worked on a similar class
of problems, were studied at the same development
phase, and had comparable team size and project
duration.

Data were collected directly from members of each
team studied. Where possible, all team members were
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Table 1 Description of Study Sample

Industry
Number of
Companies

Number
of Teams

Number of
Stakeholder
Respondents

Number of
Team Member
Respondents

Insurance 3 11 14 57
Transportation 2 16 28 95
High Technology 1 8 16 50
Financial Services 4 19 31 89
Oil and Gas 2 4 8 34
Steel 1 3 6 31
Education 1 4 5 11
Pharmaceutical 1 1 2 2

Total: 15 66 110 369

surveyed. In the few cases where reaching all team
members was not possible, teams were requested to
provide a representative sample of key informants
from the team. Using key informant techniques for
data collection has been found to be effective for sur-
vey research in organizations (Phillips and Bagozzi
1981; Silk and Kilwani 1982).

The 16 organizations participating in the study rep-
resent a range of industries, including insurance, fi-
nancial services, high technology, and both heavy and
light manufacturing. For each team, two sets of ques-
tionnaires were distributed. First, as requirements def-
inition was completed, project team members were
given a survey asking about specific resources used
(e.g., technology), work flows, and team-building pro-
cesses. At the same time, a second survey was sent to
senior managers drawn from both the user and IS or-
ganizations. These managers had intimate knowledge
of the project and a direct stake in its outcome. For each
project, one to three project stakeholders answered a
brief questionnaire asking for their ratings of IS devel-
opment team performance during requirements
definition.

Out of a total possible 91 yproject teams contacted
by the researchers, 66 teams returned both the team
member responses and a stakeholder rating, providing
a response rate of 72 percent. A total of 369 team mem-
bers and 110 stakeholders are included in our analysis.
Average age of the respondents is 35.2 years; 38 per-
cent of the respondents are female. The average length
of the respondents’ job tenure at their current organi-
zation is 5.3 years, while professional tenure (years in
the IS field) is 8.1 years. The mean team size is 5.6 mem-
bers. Table 1 summarizes the characteristics of the
sample.

Measures and Procedures
Both newly created and previously validated indica-
tors were used to measure the constructs contained in
the research model. All of the indicators used are listed
in Appendix 1. Questions were randomized in the ac-
tual measurement instrument to counter possible or-
der effects in the responses. Indicators for the two in-
ternal group process constructs (production and
relationship) were drawn from Hackman (1983). In-
dicators for the two boundary management process

constructs (guard and visionary) were drawn from
Ancona and Caldwell (1988, 1990c). For the factors de-
rived from the behavioral perspective, the indicators
for two of the group process enablers (skill and man-
agerial involvement) were drawn from Hackman
(1983). The experience spread coefficient represents the
relative diversity of the team’s work experience (num-
ber of years of experience in the IS field). The coeffi-
cient for each team is calculated by dividing the stan-
dard deviation of the team members’ work experience
by the mean. This coefficient provides a superior and
scale-invariant measure of dispersion compared to tra-
ditional measures such as the group mean or variance.
Pfeffer and O’Reilly (1987) and Ancona and Caldwell
(1992) use similar measures to assess the distribution
of team members on interval data such as age or job
tenure. For the technology perspective, the use of
structured methods was measured using three indi-
cators asking respondents to simply characterize the
extent to which they were used (see Appendix 1 for
details). These indicators were normalized before ag-
gregation to insure consistent scales. The indicators of
production technology and coordination technology
were drawn from Henderson and Cooprider (1990)
and Lee (1989).

This study uses both stakeholder-reported and
team-reported performance evaluations taken at the
end of the requirements determination phase, using a
four-item scale based on Henderson and Lee (1992).
Stakeholders were selected from both the IS organi-
zation and from the user (client) organization in order
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Table 2 Descriptive Statistics and Zero-Order Correlations (N 4 66)

Variables
Scale
Items Mean S. D. 1 2 3 4 5 6 7 8 9 10 11 12

1. Team Performance 5 5.25 0.71 (0.73)
2. Self-Rated Performance 5 5.22 0.60 0.40 (0.86)
3. Production 4 5.44 0.60 0.40 0.76 (0.79)
4. Guard 3 1.86 0.96 10.13 0.13 0.09 (0.73)
5. Visionary 4 3.83 0.99 0.33 0.19 0.18 0.33 (0.83)
6. Relationship 4 5.50 0.78 0.15 0.41 0.47 0.01 10.07 (0.87)
7. Team Skill 4 4.71 0.73 0.31 0.54 0.60 10.04 10.03 0.63 (0.77)
8. Managerial Involvement 4 4.92 0.66 0.17 0.47 0.53 0.28 0.19 0.61 0.38 (0.75)
9. Experience Spread 1 0.60 0.29 10.35 10.11 10.08 10.05 10.28 10.01 10.30 0.09 NA

10. Structured Methods Use 3 0.13 0.91 0.18 0.05 0.18 0.03 0.11 10.04 0.14 10.03 10.08 (0.84)
11. Coordination Technology 4 1.28 0.92 10.01 10.11 10.07 10.03 0.05 10.13 10.04 10.11 0.06 0.22 (0.71)
12. Production Technology 4 1.39 1.01 0.08 10.28 10.16 0.15 0.24 10.30 10.06 10.21 10.09 0.23 0.57 (0.87)

*Reliability (Cronbach’s Alpha) is on the diagonal (N 4 369). Correlation coefficients greater than 0.27 are statistically significant at p , 0.05.

to minimize organizational bias. For each design team,
from one to three stakeholders filled out a performance
questionnaire. The majority of responses consisted of
the rating of two stakeholders, one from the user or-
ganization and one from the IS organization. Data
analysis (split-sample) undertaken to study the differ-
ences between IS organization respondents and user
organization respondents showed no significant dif-
ferences. Thus responses from multiple stakeholders
were averaged to obtain a single rating of group effec-
tiveness for the design team as a whole. The team
members’ ratings are based on the same questions
used for the stakeholder ratings, to increase the com-
parability of the two perspectives.

The measurement properties of the indicators for
each construct are shown in Appendix 1. The value
assigned to each indicator at the team level is the mean
value of all responses to that question by members of
the team. This process is justified in two ways. First,
for the vast majority of the teams we obtained re-
sponses from all team members. This high rate of team
coverage provides confidence in the overall represen-
tativeness of the responses for the behavior of the team
as a whole. Second, other methods of aggregating
(such as using the maximum response for the team)
were tested and the factor patterns and results re-
mained stable and consistent.

In order to justify aggregation of data from the in-
dividual to the group level, a one-way analysis of var-
iance was undertaken on each of the constructs. Re-
sults indicated that the differences within groups were
significantly less than the differences between groups
for each construct. A Bartlet-Box F test was also run in
order to test the data’s homogeneity of variance. No
significant differences were found for any of the con-
structs. Therefore, all variables were aggregated to
group means. Finally, we ran the same homogeneity
tests on the group-level data to determine whether
there were any organizational effects, but found that
there was no significant difference in the patterns of
responses among the participating organizations.

Data Analysis
The measurement characteristics of the constructs used
in this study were assessed by calculating Cronbach’s
alpha and performing principal component factor
analysis. Appendix 1 provides a list of indicators used
in this study and Cronbach’s alpha for each of the con-
structs. They fall between 0.71 and 0.87, all within an
acceptable range (Nunnally 1967). In Appendix 2, Ta-
bles 2A, 2B, and 2C provide statistical evidence of the
convergent and discriminant validity of the constructs
in the study. Table 2A presents the results of a prin-
cipal component factor analysis with varimax rotation
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on the behavioral perspective factors, Table 2B pres-
ents the corresponding results for the indicators of the
technology perspective factors, and Table 2C shows
the same information for the group process indicators.
All indicators loaded onto their proposed factor, thus
providing evidence of convergent and discriminant
validity for the measures. These results provide evi-
dence that the proposed dimensions are relatively sta-
ble and justified. Table 2 presents the zero-order cor-
relations between constructs as well as means and
standard deviations.

The hypotheses presented earlier are tested empiri-
cally using path analysis. Path analysis was chosen as
the analytic technique for this study because of its abil-
ity to assess causal relationships (Pedhazur 1982,
Loehlin 1987) and decompose effects into direct and
indirect components (Alwin and Hauser 1975). The
model being tested posits causal relationships from: (1)
the enabling factors (behavioral or technology) to per-
formance; (2) group process to performance; and (3)
enablers to group process. The required analysis in-
volves three steps. First, the derivation of the path co-
efficients is based on a series of ordinary least squares
(OLS) regressions where normalized path coefficients
are used to test the strength of individual hypothesized
relationships. Second, we calculate the indirect effects
as a multiplicative measure of the standardized beta
coefficients of the relevant paths. The third step in-
volves computing the correlation between the enabling
factors and the performance variables to determine the
total association between each combination, and de-
composing these correlations into indirect and direct
effects.2

2We tested the model variables for univariate and multivariate
threats to normality. No variable exhibited significant departure
from normality. A simple method to identify multicollinearity is to
compare the correlation coefficients between variables. All of our
variables are well below the 0.8 value that is commonly acknowl-
edged to be indicative of problematical high correlation (Kennedy
1985, p. 150). Because this simple test does not allow the detection
of cases where groups of more than two independent variables are
multicollinear, we tested for the presence of multicollinearity by
means of Variance Influence Factors (VFI) (Neter et al. 1985). This
method detects variables that are highly intercorrelated with other
variables through a series of multiple regressions between the in-
dependent variables. The VFI of our variables were well below the
suggested cutoff value of 10 and ranged between 1.1 and 2.7 (Netter
et al. 1985, Norusis 1988).

In order to test the hypotheses, we tested the path
models shown in Figures 2 and 3 (with dependent
measures of stakeholder-reported and team-reported
performance, respectively). In these figures, the hy-
potheses correspond to the various paths illustrating
the relationships among the constructs. Specifically,
we ran a series of regressions to investigate the
strength of the relationships between the behavioral
(experience spread, skill, and management involve-
ment) and technical (use of structured methods, pro-
duction technology, and coordination technology) en-
abling factors and group processes, and between the
performance constructs and the group processes and
enablers. These models illustrate that the group pro-
cess and the proposed enablers explain a significant
amount of the variance in both stakeholder reports (ad-
justed R 4 0.28, p , 0.01) and team reports (R 4 0.58,
p , 0.01) of performance.3

Table 3 shows the results of these analyses. The path
coefficients provide the data for testing our hypothe-
ses, which are discussed below.

Internal and External Processes

Relationship Behaviors and Performance:

“One of the reasons why we are so successful is because we
like each other . . . . we genuinely get along with each other.”
“We are a cohesive bunch. . . . We believe in the team concept
and what it stands for.”

Production Behaviors and Performance:

“The most important thing is to get the job done. With the
time pressures we are under project management is extremely
difficult.”

“It is all in the task. It is a five phase process, when you finish
one phase you go on to the next. . . . We have specific objec-
tives, requirements and deadlines.”

“I want to know what the deliverable was, the major mile-
stone, if you made it or not, if not, why not and what are you
going to do about it.”

3A power analysis undertaken to assess the adequacy of our sample
size. We used the commonly specified power level of 0.8 and an
alpha of 0.05. We specified an effect size of 0.35 that has been shown
to be typical in sociology and economics (Cohen 1988). Even for our
larger model (10 independent variables) our sample size exceeded
the required minimum of 54 (Cohen 1992).
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Figure 2 Path Model 1—Stakeholder-Rated Performance

Figure 3 Path Model 2—Team-Rated Performance
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Table 3 Hypotheses Tests from Path Models

Hypothesis Path
Hypothesized
Relationship

Path
Coefficient

(Standardized Beta)
Hypothesis
Supported?

1a Relationship Behaviors → SH-rated Performance ` 0.01 No
1a Relationship Behaviors → Team-rated Performance ` 10.09 No
1b Production Behaviors → SH-rated Performance ` 0.32* Yes
1b Production Behaviors → Team-rated Performance ` 0.56* Yes
2a Visionary Behaviors → SH-rated Performance ` 0.25* Yes
2a Visionary Behaviors → Team-rated Performance ` 0.13 No
2b Guard Behaviors → SH-rated Performance 1 10.29* Yes
2b Guard Behaviors → Team-rated Performance 1 0.09 No
3a Experience Spread → Relationship Behaviors 1 0.09 No
3b Experience Spread → Production Behaviors 1 0.02 No
3c Experience Spread → Visionary Behaviors 1 10.35* Yes
3d Experience Spread → Guard Behaviors 1 10.12 No
3e Team Skill → Relationship Behaviors ` 0.52* Yes
3f Team Skill → Production Behaviors ` 0.44* Yes
3g Team Skill → Visionary Behaviors ` 10.27* No
3h Team Skill → Guard Behaviors ` 10.23 No
3i Mgt. Involvement → Relationship Behaviors ` 0.37* Yes
3j Mgt. Involvement → Production Behaviors ` 0.35* Yes
3k Mgt. Involvement → Visionary Behaviors ` 0.38* Yes
3l Mgt. Involvement → Guard Behaviors ` 0.43* Yes
4a Structured Methods → Relationship Behaviors ` 10.06 No
4b Structured Methods → Production Behaviors ` 0.15 No
4c Structured Methods → Visionary Behaviors ` 0.08 No
4d Structured Methods → Guard Behaviors 1 0.03 No
4e Production Technology → Relationship Behaviors ` 10.20* No
4f Production Technology → Production Behaviors ` 10.09 No
4g Production Technology → Visionary Behaviors ` 0.31* Yes
4h Production Technology → Guard Behaviors 1 0.30* No
4i Coordination Technology → Relationship Behaviors ` 0.05 No
4j Coordination Technology → Production Behaviors ` 0.01 No
4k Coordination Technology → Visionary Behaviors ` 10.10 No
4l Coordination Technology → Guard Behaviors 1 10.16 No

*p ⇐ 0.05.

Hypotheses 1a and 1b posit that internal group pro-
cesses are positively related to performance. Hypoth-
esis 1a states that relationship behaviors are positively
related to performance. As seen in Table 3, this hy-
pothesis is not supported. Relationship behaviors are
related to neither stakeholder-rated performance (p 4

0.96) nor team-rated performance (p 4 0.51). However,
as proposed in Hypothesis 1b, production behavior is
found to be significantly related to performance (p 4

0.04 for stakeholder-rated, and p , 0.01 for team-rated

performance). Thus, we find production behaviors to
be related to team performance during requirements
determination, but also find relationship behaviors to
be unrelated to performance.

Boundary Management and Performance:

“The biggest problem we have here are interactions of the
team, getting people to work together, crossing the bounds of
what may be defined as their jobs . . . . talking to people that
they don’t normally talk to . . . . members don’t always know
that this is part of the job.”
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“No organization is an island. With launch systems today and
the way we have these huge cost centers, with so many things
interacting . . . . it takes people from outside of your group to
get things done. . . . . Today we have outside reviews on ev-
erything. It is very rare today that we put a system in that is
not connected somewhere else or requires exchanges from
other parts of the business.”

Hypotheses 2a and 2b focus on the relationship be-
tween boundary management processes and perfor-
mance. Hypothesis 2a states that visionary processes
should be positively related to performance. As seen
in Table 3, visionary processes is related to
stakeholder-rated performance (p 4 0.05), but not
team-rated (p 4 0.19).

Hypothesis 2b links guard processes with perfor-
mance, proposing a negative relationship between the
two. Once again, this proposition is supported for
stakeholder-rated performance (p 4 0.02), but not for
team-rated (p 4 0.31).

Behavioral Enablers and Group Processes:

“That’s our biggest weakness here . . . . with the drive to be
excellent we don’t always take the time to understand what
we are doing so that we can improve.”

“I am not sure we ever learn from our mistakes. We just do
them all over again . . . .”

“Teach the inexperienced folks . . . . who has the time?”

Hypotheses 3a–31 explore the relationship between
the group process constructs and the behavioral en-
ablers of experience spread, team skill, and managerial
involvement. We examine each group of hypotheses in
turn.

Hypotheses 3a–3c focus on the relationship between
experience spread and relationship, production and vi-
sionary process, positing negative relationships. Hy-
pothesis 3d states the relationship between experience
spread and guard processes is positive. Experience
spread is found to not be related to relationship (p 4

0.33), production (p 4 0.84), or guard processes (p 4

0.36). However, it is found to be significantly nega-
tively related to visionary behavior (p , 0.01), which
supports Hypothesis 3c.

Hypotheses 3e–3h link team skill with group pro-
cesses. Skill is found to be significantly related to re-
lationship (p , .01) and production processes (p ,

0.01), so hypotheses 3e and 3f are supported. Interest-
ingly, skill is found to be negatively related to vision-
ary processes (p 4 0.04). Hypotheses 3g and 3h cannot
be supported.

Hypotheses 3i–3l explore the linkage between man-
agerial involvement and group processes. All four of
these hypotheses are supported. Managerial involve-
ment is found to be related to relationship (p , 0.01),
production (p , 0.01), visionary (p , 0.01), and de-
fender behaviors (p , 0.01).

Technology Enablers and Group Processes:

“I know that tools are important, a lot of things are, but it’s
the people that are key . . . any successful manager will tell
you to surround yourself with successful people and you will
be successful.”

Similarly, Hypotheses 4a–4l explore the relation-
ships between the group process constructs and the
proposed enablers from the technology perspective.

Hypotheses 4a–4d link the use of structured meth-
ods with group processes. None of these four hypoth-
eses is supported by our data. Structured methods are
not significantly related to relationship (p 4 0.49),
production (p 4 0.12), visionary (p 4 0.49), or
guard behaviors (p 4 0.79).

Hypotheses 4e–4h focus on the relationship between
the use of production technology and group processes.
There is some mixed support for these hypotheses. The
use of production technology is found to be positively
related to external group processes. Specifically, pro-
duction technology use is positively related to both vi-
sionary processes (p 4 0.03) and guard processes (p 4

0.05). Thus, Hypothesis 4g is supported, but 4h—
which posited a negative relationship between pro-
duction technology and guard processes—is not. Pro-
duction technology is found to be unrelated to
production processes (p 4 0.43), and negatively re-
lated to relationship processes (p 4 0.05). Thus, Hy-
potheses 4e and 4f are not supported.

Hypotheses 4i–4l examine the use of coordination
technology and its relationship with group processes.
Surprisingly, no relationships were found between the
two. That is, the use of coordination technology is not
found to be significantly related to relationship (p 4

0.61), production (p 4 0.98), visionary (p 4 0.49), or
guard processes (p 4 0.28), and thus Hypotheses 4i–
4l are not supported.
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Table 4 Analysis of Direct Versus Indirect Relationships

Antecedent Factor
Experience

Spread
Managerial
Involvement Team Skill

Structured
Methods

Production
Technology

Coordination
Technology

Total association with stakeholder-rated performance (A) 10.38 0.17 0.31 0.17 0.06 0.05
Direct effect on team performance (B) 10.30 0.08 10.01 0.05 0.05 0.04
Indirect effect through relationship (C) 0.00 0.00 0.00 0.00 0.00 0.00
Indirect effect through production (D) 0.01 0.11 0.14 0.05 10.03 0.00
Indirect effect through visionary (E) 10.09 0.10 10.07 0.02 0.08 10.02
Indirect effect through guard (F) 0.03 10.13 0.07 10.01 10.09 0.05
Total indirect effects (C ` D ` E ` F) 10.05 0.08 0.14 0.06 0.04 0.02
Unanalyzed effects (A 1 (B ` C ` D ` E ` F)) 10.03 0.01 0.18 0.06 0.05 10.01
Ratio of direct to indirect effects (B/(C ` D ` E ` F)) 6.19 0.89 10.09 0.87 11.32 1.65
Total association with team-rated performance (A) 10.09 0.48 0.54 0.04 10.30 10.13
Direct effect on team-rated performance (B) 0.04 0.02 0.28 10.06 10.29 0.08
Indirect effect through relationship (C) 10.01 10.03 10.05 0.01 0.02 0.00
Indirect effect through production (D) 0.01 0.20 0.24 0.08 10.05 0.00
Indirect effect through visionary (E) 10.05 0.05 10.04 0.01 0.04 10.01
Indirect effect through guard (F) 10.01 0.04 10.02 0.00 0.03 10.01
Total indirect effects (C ` D ` E ` F) 10.05 0.25 0.14 0.10 0.03 10.03
Unanalyzed effects (A 1 (B ` C ` D ` E ` F)) 10.08 0.21 0.12 0.00 10.04 10.18
Ratio of direct to indirect effects (B/(C ` D ` E ` F)) 10.80 0.08 1.93 10.62 18.94 12.70

Finally, we explore the nature of the impacts of our
behavioral and technology factors by contrasting their
direct and indirect (through group process) impacts on
performance. Table 4 breaks down the covariance be-
tween performance and each of the behavioral and
technology enablers into direct, indirect, and spurious
effects. Looking first at stakeholder-rated performance,
the direct effect of experience spread on stakeholder-
reported performance is found to be much larger than
its indirect effects through group process (a di-
rect/indirect ratio of 6.19). The other behavioral factors
(managerial involvement and skill) both affect perfor-
mance indirectly through group process, with the in-
direct impact of skill being particularly strong in rela-
tive terms (with a ratio of 10.09). The technology
enablers have ratios relatively close to 1, so it is diffi-
cult to claim a great difference between the direct and
indirect effect though it is interesting to note that pro-
duction technology had a slightly positive direct effect
and a negative indirect impact—primarily through its
relationship with guard processes on stakeholder
performance.

In examining the corresponding direct/indirect ef-
fects on team-reported performance, there are a few

results that stand out. First, the direct (and negative)
impact of production technology dwarfs any indirect
effect of its use through its impact on group processes
(direct/indirect ratio of 18.94). Similarly, coordina-
tion technology’s direct effects are much greater than
its indirect effect—but neither is particularly strong.
However, managerial involvement’s indirect effects
are much greater than its direct effect (direct/indirect
ratio of 0.08), particularly acting through production
processes. Finally, the direct impact of team skill on
team-reported performance is about twice the indirect
impact through skill’s influence on group processes.

4. Discussion
The goal of this study was to examine the requirements
determination process of the system development life-
cycle in order to better understand how to develop suc-
cessful systems. We were interested in answering the
following two questions: (1) What are the group pro-
cesses associated with high-performing software de-
velopment teams? and (2) What factors enable these
processes? We implemented the research using two
different dependent measures—a self-reported team
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measure as well as a stakeholder-reported measure of
team performance. In the following section we discuss
the answers to these questions along with the impli-
cations for theory and practice.

Internal and External Behaviors That Predict
Performance
Grounded in the theories of small-group behavior, we
found that the internal team-building processes of
high-performing software development teams share
one type of process—what has often been labeled pro-
duction activities. Two types of external processes
were also found to impact performance: visionary ac-
tivities are positively related to performance and a
guard activities are negatively related performance.
Previous studies have often focused on internal pro-
cesses rather than both internal and external processes
(for an exception see Ancona 1988, 1989, 1990, 1992).
Production processes—activities that are directly re-
lated to completing the software development task—
account for performance as reported by both the pro-
ject stakeholder and the team. Our results confirm
theory that points to the importance of setting clear
goals and milestones. For practice, the message is clear
although not terribly surprising. When performing a
task as complex as software development, team mem-
bers must stay on track and achieve specific interme-
diate goals in order to increase their team’s perfor-
mance. The implication for management is clear:
effective plans and procedures are critical. It is inter-
esting to note that the production process is the only
group process that is significantly related to team per-
formance in all four of our models that reinforces the
importance of the construct in this context.

The positive link between the external visionary ac-
tivity confirms previous IT and organizational behav-
ior studies reinforcing the importance of maintaining
good relations upward in the organization and man-
aging team progress to a higher organizational levels
(Ancona 1989, 1990). This is an important message to
our field. Although previous work has indicated the
“power” and political dimensions of software devel-
opment (Markus 1983), few studies have actually op-
erationalized the construct based on theoretical work
(for an exception, see Zmud 1983), and none to our
knowledge has looked at the team’s ability as well as

that of the project manager to exhibit behaviors asso-
ciated with visionary processes. When we contrast the
two different measures of team performance, however,
we note that visionary activities are only related to the
stakeholders’ perception of performance and are not
present in the team-reported models. This may mean
that the team members themselves do not value or un-
derstand the importance of managing outward, al-
though the data suggest that they should.

A second external process, guard processes, is nega-
tively related to stakeholder-reported team perfor-
mance. This result contradicts Ancona’s (1989, 1990)
research on new product development teams. This dif-
ference may be due to the particular task and type of
team. Specifically, requirements determination re-
quires open communication. Any nondisclosure, even
to keep the team on track, may be perceived as inap-
propriate by the user community. It would be inter-
esting to determine the value of guard activities at
other points in the life-cycle when the team may need
to keep the organization at bay to buffer it from exter-
nal influences. The message to software developers is
meaningful: team members exhibit negative behaviors
that they are probably not aware of that influence the
performance of their team. Like visionary activities,
guard activities are only negatively related to perfor-
mance when the stakeholder is evaluating the team.

Behavioral Enablers of Team Performance
In addressing the second research question, we juxta-
posed two different sets of enablers of group process:
behavioral and technology. A significant conclusion of
this study is that the behavioral model influences these
processes more than the technology model does. The
specific implications for theory and practice are dis-
cussed below.

Team skill influences both internal group pro-
cesses—production and relationship—but is not re-
lated to external group processes. In other words, the
more skilled the team as a whole, the more likely it
will exhibit relationship and production processes; but
team skill does not influence its ability to exhibit vi-
sionary or guard processes. We were surprised by this
finding since it contradicts earlier research that found
that more highly skilled teams are better able to pro-
mote themselves to the outside (Gladstein 1984). It may
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be that highly skilled developers are unaware of the
need to exhibit boundary-management activities (both
positive and negative). An alternate explanation is that
the more expert developer is convinced that he or she
knows what is best for the user—a phenomenon that
is well documented in the R&D literature as the “not
invented here” syndrome (Allen 1970). These results
point to the need for more research to better determine
the relationship between team skill and external group
processes. It might be that the task influenced this re-
sult or it may be a problem with taking the idea from
the new product development environment to soft-
ware development.

Managerial involvement is the most powerful be-
havioral enabler and influences all four of the group
processes. This result confirms previous leadership re-
search that promotes mediation models of leadership
in organizational settings. From a practical point of
view, one of the most important conclusions of the
study is that a highly involved manager influences the
types of group processes associated with high-
performing teams with the exception of the guard pro-
cesses. The lesson here is that there is a downside to
extensive managerial involvement—perhaps because
the more involved managers are, the more likely they
are to behave like team members and less like man-
agement (Bostrom and Kaiser 1982). They may be pro-
tecting their team at a time when user involvement is
critical. We assume that managers are unaware of this
defensive phenomenon that their degree of involve-
ment may produce.

Technology Enablers of Team Performance
To what extent does technology influence group pro-
cesses during requirements determination? As is evi-
dent from the path models, compared to behavioral
enablers, technology enablers, account for significantly
less of the variance of the group process constructs. In
addition, counter to previous research on small groups
(Goodman 1986a), the type of technology that we stud-
ied played a relatively small role in predicting team
performance. This result may be due to the inherent
difficulty in determining the role that technology plays
in team performance. For example, structured meth-
ods use was positively but not significantly related to
production activities, and not related to any of the

other group processes. Previous research has been
equivocal as to the impact of these methods. Similarly,
coordination technology was not related to any of the
group processes or to performance. This may be due
to the lack of coordination functionality inherent in
many traditional CASE tools (Henderson and
Cooprider 1990, Vessey and Sravanapudi 1995)

Surprisingly, production technology was found to
be unrelated to production processes, and negatively
related to relationship processes. This result deserves
further discussion. It may be that team members using
production technology find that the effort to establish
a strong working relationship among team members
hurts their production efficiency. Again, this may re-
flect the common perception among developers that
getting the task done on time is the paramount issue.

The positive influence of production technology on
visionary processes supports the CASE vendors’
claims that these types of tools will enable teams to
share their models and views of the desired system
with end users (Chikofsky 1991). It appears that these
tools can aid developers in carrying their message be-
yond the team.

When the development team reported their own
performance, we found similar results in regard to co-
ordination technology and structured methods, but an
even stronger message about the use of production
technologies. One of the most interesting conclusions
of the study is that the use of production technology
actually interferes with the successful performance re-
quirements determination of the task as represented by
team members themselves. This may be a result of the
backlash against CASE (Orr 1994). The developers
might be responding to the realization that CASE is
not a silver bullet and that, in fact, its use can even
create performance penalties (from the learning curve
and other effects). Or it may be that we simply still do
not fully understand how these development tools ac-
tually affect the process and performance of develop-
ment projects.

Conclusion
A summary of our findings suggests that group pro-
cesses are important predictors of team performance
in requirement determination. Behavioral factors have
a major influence on group processes and team per-
formance, whereas technology factors have a more
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limited but still important impact. Despite these find-
ings, our study, like most other field studies, has lim-
itations that must be noted. First, because we specifi-
cally focused on the requirement determination phase
of system development the results cannot necessarily
be generalized to the entire development life-cycle. For
example, it might be that guard processes are appro-
priate and necessary during code and implementation
in order to keep the team on schedule. Similarly, it
might be that different aspects of technology use be-
come more or less important as the system unfolds.
Second, there are a number of weaknesses inherent in
a cross-sectional study like ours. A longitudinal ap-
proach to examining these phenomena would obvi-
ously provide a richer, more accurate picture of the
causal factors of team performance. Finally, subjective
measures of team performance must always be viewed
with caution. Although we took steps to improve the
reliability of the measures by using a multiple-
informant approach, admittedly using both objective
and subjective measures would be useful.

These limitations notwithstanding, we believe that
the results of this study provide important insights for
both researchers and practitioners. We are still left with
a number of interesting research questions which
should be addressed in the future. One of the most
obvious and interesting questions that we have pre-
viously alluded to is: How does the team’s behavior
change over the life of a development project? This is
most critical because we could easily find that a strat-
egy that is effective in the beginning of the project is
detrimental at the end. Like Gertzick’s (1988, 1989)
work on marking time in group work, we might find
that the passage of time makes all the difference. Sim-
ilarly, the way that technology usage patterns change
over time could also be an important question to ex-
plore. The results of this study indicate a mixed and
limited relationship between technology and group
processes during requirements determination, but
other researchers (Cooprider and Henderson 1990,
Vessey and Sravanapudi 1995) suggest that the tech-
nology utilized during other phases of the life-cycle
(design, code, and maintenance) might be very differ-
ent and have different effects on team performance. In
addition, it is possible that new classes of tools (e.g.,
Lotus Notes and other groupware or GDSS tools) will

affect different processes differently than the tradi-
tional CASE tools that we studied.

In conclusion, we believe that our approach of ex-
amining both behavioral and technical factors when
studying software team performance has proved valu-
able. We hope the insights of our study are helpful to
both researchers and practitioners, and that others will
be able to build on our results.4

Appendix 1 Measurement Details

1. Behavioral Perspective Factors
Response Scale:

“Please indicate how accurate or inaccurate each statement is in
describing how your team is functioning”

Seven-point scale, with 1 4 very inaccurate, 4 4 uncertain, and
7 4 very accurate.

Managerial Involvement (Cronbach’s Alpha $ 0.75):

1. The project manager is clear and explicit about how he or she
wants our design team to operate.

2. The project manager keeps a watchful eye on how each project
is progressing, and alerts the team when he or she notices things that
could be done to improve the team performance.

3. The project manager goes out of his or her way to consult with
other team members and to seek their ideas and advice.

4. The project manager’s behavior shows that he or she cares a
great deal about our being a good design team.

Team Skill (Cronbach’s Alpha $ 0.77):

1. Members of our design team have example expertise for doing
the work.

2. Some people in our design team do not have enough knowl-
edge or skill to do their part of the team’s task well.

3. Behavior in our design team is very orderly—it is clear what
members are expected to do, and they do it.

4. Our design team has the right mix of people needed to do its
work well.

2. Technology Perspective Factors
Structured Methods (Cronbach’s Alpha $ 0.84)

1. Extent of use of structured development methods (seven-point
scale: 0 4 never perform, 4 4 perform daily, and 7 4 perform
extensively).

2. Number of hours of daily use of structured development
methods.

4The authors thank Lee Sproull and John Henderson of Boston Uni-
versity for their comments and continued support of this research.
They also thank the associate editor and the anonymous reviewers.
This research was supported by a grant from the IBM and Boeing
Corporations (92–465.)
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3. Number of hours of weekly use of structured development
methods.

Response Scale:
“For each function, please circle the frequency with which you

perform that activity using CASE tools during the course of a normal
work week while working on the project.”

Seven-point scale: 0 4 never perform, 4 4 perform daily, and 7
4 perform extensively.

Production Technology (Cronbach’s Alpha $ 0.87)

1. Represent a design in terms of the business.
2. Construct data flow diagrams.
3. Detect data definition inconsistencies with a data dictionary.
4. Search the design for redundancies using an entity list.

Coordination Technology (Cronbach’s Alpha $ 0.71)

1. Send messages to other users.
2. Access a database, dictionary, diagram, etc. at the same time as

another user.
3. Automatically maintain a record of the changes made in a

design.
4. Instruct the tools to freeze a portion of the design to protect it

from changes.

3. Internal Group Process Variables

Response Scale:
“Please indicate to what degree you feel the following statements

describe your project team.”
Seven-point scale: 1 4 very strongly disagree, 4 4 no opinion,

and 7 4 very strongly agree.

Relationship (Cronbach’s Alpha $ 0.87):

1. The people on this team get on my nerves.
2. There is a lot of unpleasantness among people on our team.
3. Dealing with the members of this team often leaves me feeling

irritated and frustrated.
4. Often I am disappointed with the other members of this design

team.

Production (Cronbach’s Alpha $ 0.79):

1. This team has done a good job in figuring out how work will
flow among team members.

2. Team members have developed effective plans and procedures
to coordinate work.

3. This team has taken sufficient effort to ensure that the project
being developed meets the user’s needs.

4. This team does a good job of trying to ensure that the product
being developed meets company demands.

4. External Group Process Variables
Response Scale:

“Please indicate the extent to which you currently see it as your

responsibility to engage in the following activities with individuals
outside your team.”

Seven-point scale: 0 4 not at all, 1 4 a very small extent, 4 4 to
some extent, and 7 4 a very great extent.

Guard (Cronbach’s Alpha. $ 0.73):

1. Avoid releasing information to others in the company to protect
the team’s image and the product it is working on.

2. Control the release of information from the team in an effort to
present the profile we want to show.

3. Keep news about the team secret from others in the company
until the appropriate time.

Visionary (Cronbach’s Alpha $ 0.83):

1. Persuade others to support the team’s decisions.
2. Review project design with outsiders.
3. Report the team’s progress to a higher organizational level.
4. Scan the environment inside the organization for threats to the

project team.

5. Team Performance
Team-Rated Performance (Cronbach’s alpha $ 0.85)

Response Scale:
“In relation to other project design teams you have been a mem-

ber of or have observed, how does your design team rate on each of
the following?”

Seven-point scale: 1 4 deeply disappointing, 4 4 no opinion, and
7 4 exceeds my expectations.

1. Number of innovations or new ideas introduced by the design
team.

2. Our ability to coordinate with one another.
3. Our reputation for work excellence.
4. Our ability to meet the goals of the project.

Stakeholder-rated Performance (Cronbach’s Alpha $ 0.67):

Response Scale:
“In relation to other project design teams you have observed, how

would you rate this design team on each of the following?”
Seven-point scale: 0 4 extremely poor, 4 4 neutral, and 7 4

outstanding.
1. Number of innovations or new ideas introduced by the design

team.
2. Ability to communicate with one another during requirements

definition.
3. Reputation for work excellence during requirements definition.
4. Ability to meet the goals of the project during requirements

definition.
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Appendix 2 Factor Analyses of Principal
Components
Table A-1 Factor Analysis of Group Process Input Indicators

(Principal Components, Varimax Rotation)

Team Skill Managerial Involvement

Team-Skill 1 0.80 0.13
Team-Skill 2 0.77 0.06
Team-Skill 3 0.77 0.20
Team-Skill 4 0.66 0.22
Managerial-Involvement 1 0.15 0.81
Managerial-Involvement 2 0.12 0.79
Managerial-Involvement 3 0.33 0.72
Managerial-Involvement 4 0.06 0.62
Eigenvalue 3.28 1.41

Table A-2 Factor Analysis of Technology Perspective Indicators
(Principal Components, Varimax Rotation)

Production
Technology

Structured
Methods

Coordination
Technology

Production-Technology 1 0.88 0.07 0.13
Production-Technology 2 0.80 0.02 0.26
Production-Technology 3 0.80 0.08 0.19
Production-Technology 4 0.77 0.14 0.13
Structured-Methods 1 0.08 0.93 10.01
Structured-Methods 2 0.01 0.90 10.06
Structured-Methods 3 0.17 0.78 0.19
Coordination Technology 1 0.22 0.06 0.79
Coordination Technology 2 10.03 10.07 0.78
Coordination Technology 3 0.32 0.11 0.67
Coordination Technology 4 0.40 0.06 0.61
Eigenvalue 4.06 2.17 1.32

Table A-3 Factor Analysis of Group Process Indicators (Principal
Components, Varimax Rotation)

Relationship Visionary Production 10.00

Relationship 1 0.88 0.03 0.10 10.01
Relationship 2 0.83 10.05 0.29 10.05
Relationship 3 0.80 10.04 0.21 10.02
Relationship 4 0.77 0.12 0.27 10.02
Visionary 1 0.04 0.87 0.03 0.07
Visionary 2 10.02 0.79
Visionary 3 0.01 0.79 0.10 0.21
Visionary 4 0.02 0.75 0.11 0.21
Production 1 0.22 0.16 0.78 10.07
Production 2 0.12 0.15 0.78 10.06
Production 3 0.28 0.05 0.74 0.08
Production 4 0.23 10.02 0.69 0.19
Guard 1 10.08 0.08 0.14 0.83
Guard 2 10.04 0.07 10.06 0.83
Guard 3 0.05 0.47 0.01 0.66
Eigenvalue 4.26 3.16 1.53 1.30

References
Aldrich, H. and D. Herker, “Boundary Spanning Roles and Orga-

nization Structure,” Acad. Management Rev. April (1977), 217–
230.

Allen, T., “Roles in Technical Communication Networks,” in Carlos
(ed.), Rev. Information Sciences, Basic Books, New York, 1969.

——, “Communication Networks in R&D Laboratories,” R & D Man-
agement, 1 (1970), 14–21.

——, Managing the Flow of Technology, MIT Press, Cambridge, MA,
1977.

——, Managing the Flow of Technology: Technology Transfer and the
Dissemination of Technological Information Within the R & D Or-
ganization, MIT Press, Cambridge, MA, 1984.

Allison, P. D., “Measures of Inequality,” American Sociological Rev.,
43 (1978) 865–880.

Alwin, D. F. and R. M. Hauser, “The Decomposition of Effect in Path
Analysis,” American Sociological Rev., 40 (1975), 37–47.

Ancona, D. G. and D. F. Caldwell, “Groups in Organizations: Ex-
tending Laboratory Models,” in C. Hendrick (Ed.), Annual Re-
view of Personality and Social Psychology: Group and Intergroup
Processes, Sage Publications, Beverly Hills, CA, 1987.

—— and ——, “Beyond Task and Maintenance: Defining External
Functions in Groups,” Group and Organization Studies, 13, 4
(1988), 468–494.

—— and ——, “Information Technology and Work Groups: The
Case of New Product Teams,” in Galegher, Kraut, and Egido,
(Eds.), Intellectual Teamwork. Lawrence Erlbaum Associates,
Hillsdale, NJ, 1990a.

—— and ——, “Improving the Performance of New Product
Teams,” Res. Technology Management, March–April (1990b), 25–
29.

—— and ——, “Beyond Boundary Spanning: Managing External De-
pendence in Product Development Teams,” J. High Technology
Management Res., 1, 2 (1990c), 119–135.

—— and ——, “Demography and Design: Predictors of New Prod-
uct Team Performance,” Organization Sci. 3, 3 (1992), 321–341.

Argyris, C., “Interpersonal Barriers to Decision Making,” Harvard
Business Rev. 44 (1966), 84–97.

Arnold, H. J., “Moderator Variables: A Clarification of Conceptual,
Analytic and Psychometric Issues,” Organizational Behavior and
Human Performance, 29 (1982), 143–174.

Bales, R. F., “Task Roles and Social Roles in Problem-Solving
Groups,” in E. E. Maccoby, T. M. Newcomb, and E. L. Hartley
(Eds.), Social Psychology, 3rd Edition Hot, Rinehart & Winston,
New York.

Banker, R. D. and R. J. Kauffman, “Reuse and Productivity in Inte-
grated Computer-Aid Software Engineering: An Empirical
Study,” MIS Quarterly, September (1991), 374–401.

Baroudi, J. J., “The Impact of Role Variables on IS Personnel Work
Attitudes and Intentions,” MIS Quarterly, December (1985),
341–356.

Beath, C. M., “Supporting the Information Technology Champion,”
MIS Quarterly, September (1991), 355–372.

Bettenhausen, K. and J. K. Murnighan, “The Emergence of Norms in



GUINAN, COOPRIDER, AND FARAJ
Software Development Team Performance

Information Systems Research
Vol. 9, No. 2, June 1998 123

Competitive Decision Making Groups,” Admin. Sci. Quarterly,
30 (1985), 350–372.

Boehm, B. W., Software Engineering Economics, Prentice Hall Inc., En-
glewood Cliffs, NJ, 1981.

—— “Improving Software Productivity,” Computer, September
(1987), 43–57.

Boland, R. J., Jr. “The Process and Product of System Design,” Man-
agement Sci., 24, 9 (1978), 887–898.

Bostrom, R. P. and K. M. Kaiser, “Personality Characteristics of MIS
Project Teams: An Empirical Study and Action-Research De-
sign, MIS Quarterly, 6, 4, (1982).

—— and J. S. Heinen, “MIS Problems and Failures: A Socio-
Technical Perspective,” MIS Quarterly, Sept. (1977), 17–28.

Bourgeois, L. J., “Performance and Consensus,” Strategic Manage-
ment J. 1 (1980), 227–248.

—— and K. M. Eisenhardt, “Strategic Decision Processes in High
Velocity Environments: Four Cases in the Microcomputer In-
dustry,” Management Sci. 34 (1988), 816–835.

Brooks, F. P., “No Silver Bullet, Essence and Accidents of Software
Engineering,” Computer, April (1987), 10–19.

Buller, P. T. and C. H. Bell, “Effects of Team Building and Goal Set-
ting on Productivity: A Field Experiment,” Acad. Management J.
29, (1986), 305–328.

Card, D. N., F. E. McGarry, and G. T. Page, “Evaluating Software
Engineering Technologies,” IEEE Trans. Software Engineering,
SE-13, 7, July (1987), 845–851.

Carroll, P. B., “Computer Glitch,” The Wall Street J. January 12, 1988.
Chapin, N., “Some Structured Analysis Techniques,” DataBase, 10, 3

(1979), 16–23.
Chen, M. and R. J. Norman, “A Framework for Integrated CASE,”

IEEE Software, March (1992), 18–22.
Cohen, J., “A Power Prime,” Psychological Bulletin, 112, 1 (1992), 155–

159.
——, Statistical Power Analysis for the Behavioral Science, 2nd ed.

Lawrence Erlbaum Associates, Hillsdale, NJ, 1988.
Collins, B. E. and H. Guetzkow, A Social Psychology of Group Processes

for Decision Making, Wiley, New York, 1964.
Cooprider, J. G. and J. C. Henderson, “Technology-Process Fit: Per-

spectives on Achieving Prototyping Effectiveness,” J. Manage-
ment Information Systems, 7, 3 (1991).

Cronan, T. P. and T. L. Means, “System Development: an Empirical
Study of User Communication,” DataBase, Spring (1984).

Curtis, B., H. Krasner, and N. Iscoe, “A Field Study of the Software
Design Process for Large Systems,” Comm. ACM, 31, 11 (1988),
1268–1286.

Davis, G. B., “Strategies for Information Requirements Determina-
tion,” IBM Systems J. 21 (1982), 4–30.

Dearborn, R. and H. Simon, “Selective Perceptions in Executives,”
Sociometry, 21 (1958), 140–144.

Delone, W. H. and E. R. McLean, “Information Systems Success: The
Quest for the Dependent Variable,” Information Systems Res. 3,
1 (1992), 60–95.

DeSanctis, G. and R. B. Gallupe, “A Foundation for the Study of
Group Decision Support Systems,” Management Sci., 33, 5
(1987), 589–609.

Dougherty, D., “New Products in Old Organizations: The Myth of
the better Mousetrap in Search of the Beaten Path,” Ph.D. Dis-
sertation, Sloan School of Management, MIT, Cambridge, MA,
1987.

Dyer, W. G., Team Building: Issues and Alternatives, Addison-Wesley,
Reading, MA, 1977.

Edstrom, A., “User Influence and the Success of MIS Projects,” Hu-
man Relations, 30, 7 (1977).

Elam, J., D. Walz, B. Curtis, and H. Krasner, “Measuring Group Pro-
cess in Software Design Teams,” in Information Systems Research:
Contemporary Approaches and Emergent Traditions, H. E. Nissen,
H. K. Klein, and R. Hirschheim (Eds.), 1991.

Gane, C., Computer Aided Software Engineering, Prentice Hall, Engle-
wood Cliffs, NJ, 1990.

Gensick, C. J. G., “Time and Transition in Work Teams: Toward a
New Model of Group Development,” Acad. Management J., 31,
1 (1988), 9–41.

——, “Marking Time: Predictable Transitions in Task Groups,” Acad.
Management J., 32, 2 (1989), 274–309.

Gibbs, W., “Software’s Chronic Crisis,” Scientific American, Septem-
ber (1994), 86–95.

Gladstein, D. L., “Groups in Context: A Model of Task Group Effec-
tiveness,” Admin. Sci. Quarterly, 29 (1984), 499–517.

Goodman, P. S., “Impact of Task and Technology on Group Perfor-
mance,” in Designing Effective Work Groups, Jossey-Bass, San
Francisco, CA, 1986.

——, E. Ravlin, and M. Schminke, “Understanding Groups in Or-
ganizations,” in L. L. Cummins and B. M. Staw (Eds.), Research
in Organizational Behavior, JAI Press, Greenwich, CT, 1987.

Guinan, P. J. and R. P. Bostrom, “Development of Computer Based
Information System: A Communications Framework,” Data-
Base, 17, 3, (1986).

Hackman, J. R., “The Psychology of Self-Management in Organiza-
tions,” 89–136.

——, “Group Influences on Individuals,” in text, Chapter 33, 1455–
1525.

—— and C. G. Morris, “Group Tasks, Group Interaction Process and
Group Performance Effectiveness: A Review and Proposed In-
tegration,” in Leonard Berkowitz (Ed.), Advances in Experimental
Social Psychology, Academic Press, New York, 1975.

——, “A Normative Model of Work Team Effectiveness,” Technical
Report #2, School of Organization and Management, Research
Program on Group Effectiveness, Yale University, New Haven,
CT, 1983.

—— and G. R. Oldham, Work Redesign, Addison-Wesley, Reading,
MA, 1980.

——, K. R. Brousseau, and J. A. Weiss, “The Interaction of Task De-
sign and Group Performance Strategies in Determining Group
Effectiveness,” Organizational Behavior and Human Performance,
16 (1976), 350–365.

Henderson, J. C., “Involvement as a Predictor of Performance in IS
Planning and Design,” Working Paper, MIT Sloan School of
Management, Cambridge, MA, 1988.



GUINAN, COOPRIDER, AND FARAJ
Software Development Team Performance

Information Systems Research
124 Vol. 9, No. 2, June 1998

——, “Managing the IS Design Environment: A Research Frame-
work,” Working Paper, MIT Sloan School of Management,
Cambridge, MA, 1987.

——, and J. G. Cooprider, “Dimensions of I/S Planning and Design
Technology,” Information System Res. 1, 3 (1990), 227–254.

—— and S. Lee, “Managing I/S Design Teams: A Control Theories
Perspective,” Management Sci. 38, 6 (1992), 757–777.

Hoffman, L. R., “Applying Experimental Research on Group Prob-
lem Solving to Organizations,” J. Applied Behavioral Sci. 15
(1979), 375–391.

Holt, A., H. Ramsey, and J. Grines, “Coordination System Technol-
ogy as the Basis for a Programming Environment,” Electrical
Communication, 51, 4 (1983), 307–314.

Holtzblatt, K. and H. R. Beyer, “Requirements Gathering: The Hu-
man Factor,” Comm. ACM, 38, 5 (1995), 31–32.

Howell, J. P., P. W. Dorfman, and S. Kerr, “Moderator Variables in
Leadership Research,” Acad. Management Rev., 2 (1986), 88–102.

Katz, R. and M. Tushman, “An Investigation into the Managerial
Roles and Career Paths of Gatekeepers and Project Supervisors
in a Major R&D Facility,” R & D Management, 11 (1981), 103–
110.

Kemerer, C. F., “An Agenda for Research in the Managerial Evalu-
ation of Computer-Aided Software Engineering (CASE) Tool
Impacts,” Proc. 22nd Annual Hawaii International Conf. System
Science, Hawaii, 1989, 219–228.

Kennedy, P., A Guide to Econometrics, 2nd Ed. MIT Press, Cambridge,
MA, 1985.

Kiesler, S., Interpersonal Processes in Groups and Organizations, AHM
Publishing Arlington Heights, IL, 1978.

Kottemann, J. E. and B. R. Konsynski, “Dynamic Metasystems for
Information Systems Development,” Proc. Fifth International
Conf. Information Systems, Tucson, AZ, 1984, 187–204.

Kraemer, K. L. and J. L. King, “Computer-Based Systems for Coop-
erative Work and Group Decision Making,” ACM Computing
Surveys, 20, 2 (1988), 115–146.

Kraut, R. and L. Streeter, “Coordination in Software Development,”
Comm. ACM, 38, 3 (1994), 69–81.

Lee, S., “Managing IS Planning and Design Teams: A Control Theory
Perspective,” Doctoral Dissertation, Sloan School of Manage-
ment, MIT, Cambridge, MA, 1989.

Levine, J. M. and R. Moreland, “Progress in Small Group Research,”
Ann. Rev. Psychology, 41, (1990), 585–634.

Locket, M., “The Factors Behind Successful IT Innovation,” Working
Paper RDP 87/9, Oxford Institute for Information Manage-
ment, Templeton College, Oxford, England, 1987.

Loehlin, J. C., Latent Variables Models, Lawrence Erlbaum Associates,
Hillsdale, NJ, 1987.

Malone, T. W., “What is Coordination Theory?” Working Paper
#2051-88, Sloan School of Management, MIT, Cambridge, MA,
1988.

March, J. G. and H. A. Simon, Organizations, John Wiley & Sons, New
York, 1958.

Markus, M. L., “Power, Politics, and MIS Implementation,” Comm.
ACM, 26, 8 (1983), 430–444.

Martin, J. and C. McClure, Structured Techniques: The Basis for CASE,
Prentice-Hall, Englewood Cliffs, NJ, 1988.

McGrath, J. E., Groups: Interaction and Performance, Prentice-Hall, En-
glewood Cliffs, NJ, 1984.

——, “Time, Interaction, and Performance (TIP): A Theory of
Groups,” Small Group Res. 22 (1991), 147–174.

Neter, J., W. Wasserman, and M. H. Kutner, Applied Linear Statistical
Models, 2nd Ed., Irwin, Homewood, IL, 1985.

Norman, R. J. and J. F. Nunamaker, “CASE Productivity Perceptions
of Software Engineering Professionals,” Comm. ACM, 32, 9
(1989), 1102–1108.

Norusis, M. J., SPSS—X Advanced Statistics Guide, 2nd Ed., SPSS Inc.,
Chicago, IL, 1988.

Nunnally, J. C., Psychometric Theory, McGraw-Hill, New York, 1967.
O’Reilly, C. A. III, and L. R. Pondy, “Organizational Communica-

tion,” in Steven Kerr (Ed.), Organizational Behavior, Grid, Co-
lumbus, OH, 1979.

——, D. F. Caldwell, and W. P. Barnett, “Work Group Demography,
Social Integration, and Turnover,” Admin. Sci. Quarterly, 34
(1989), 21–37.

Orlikowski, W., “Division Among the Ranks: The Social Implications
of CASE Tools for Systems Developers,” Proc. Tenth Interna-
tional Conf. on Information Systems, Boston, MA, 1990.

Pedhazur, E. J., Multiple Regression in Behavioral Research, 2nd Ed.,
Holtz, Rinehart, & Winston, New York, 1982.

Perrow, C., “A Framework for the Comparative Analysis of Orga-
nizations,” American Sociological Review, 32 (1967), 194–208.

Pfeffer, J., “Merger as a Response to Organizational Interdepen-
dence,” Admin. Sci. Quarterly, 17 (1972), 382–394.

——, “A Resource Dependence Perspective on Intercorporate Rela-
tions,” in M. S. Mizruchi and M. Schwartz (Eds.), Structural
Analysis of Business, Academic Press, New York, 1986.

—— and C. O’Reilly, “Hospital Demography and Turnover Among
Nurses,” Industrial Relations, 36 (1987), 158–173.

—— and G. R. Salancik, The External Control of Organizations: A Re-
source Dependence Perspective, Harper & Row, New York, 1978.

Philp, H. and D. Dunphy, “Developmental Trends in Small Groups,”
Sociometry, 22 (1959), 162–174.

Phillips, W. L. and R. P. Bagozi, “On Measuring Organizational
Properties: Methodological Issues in the Use of Key Inform-
ants,” Working Paper, Graduate School of Business, Stanford
University, Stanford, CA, 1981.

Poole, M. S., M. Holmes, and G. DeSanctis, “Conflict Management
in a Computer Supported Meeting Environment,” Management
Sci., 37, 8 (1991), 926–953.

Pounds, W. F., “The Process of Problem Finding,” Industrial Man-
agement Rev. 11 (1969), 1–19.

Pressman, R. S., Software Engineering: A Practitioner’s Approach,
Prentice-Hall, Englewood Cliffs, NJ, 1982.

Rash, R. H. and H.L. Tosi, “Factors Affecting Software Developers’
Performance: An Integrated Approach,” MIS Quarterly, (1992),
395–409.

Reich, B. H. and I. Benbasat, “An Empirical Investigation of Factors
Influencing the Success of Customer-Oriented Strategic Sys-
tems,” Information Systems Res. 1, 3 (1990), 325–347.



GUINAN, COOPRIDER, AND FARAJ
Software Development Team Performance

Information Systems Research
Vol. 9, No. 2, June 1998 125

Robey, D., D. Farrow, and C. R. Franz, “Group Process and Conflict
in System Development,” Management Sci. 35, 10 (1989), 1172–
1191.

Runge, D. A., Winning with Telecommunications: An Approach for Cor-
porate Strategy, International Center for Information Technolo-
gies, Washington, DC, 1988.

Salaway, G., “An Organizational Learning Approach for Corporate
Strategy,” International Center for Information Technologies,
Washington, DC, 1984.

Sambamurthy, V. and S. Poole, “The Effects of Variations in Capa-
bilities of GDSS Designs on Management of Cognitive Conflict
in Groups,” Information System Res. 3, 3 (1992), 224–250.

Schutz, W. C., The Interpersonal Underworld, Science and Behavior
Books, Palo Alto, CA, 1966.

Scott, R. and D. Simmons, “Programmer Productivity and the Delphi
Technique,” Datamation, 20, 5, (1974).

Silk, A. and M. Kalwani, “Measuring Influence in Organizational
Purchase Decisions,” J. Marketing Res. 19, (1982), 165–181.

Sproull, L. and S. Kiesler, Connections: New Ways of Working in the
Networked Organization, MIT Press, Cambridge, MA, 1991.

Stogdill, R. M., “Group Productivity, Drive, and Cohesiveness,” Or-
ganizational Behavior and Human Performance, 8 (1972), 36–43.

Sutton, R. I. and D. M. Rousseau, “Structure, Technology, and De-
pendence on a Parent Organization: Organizational and Envi-
ronmental Correlates of Individual Responses,” J. Applied Psy-
chology, 64 (1979), 675–687.

Thompson, J. D., Organizations in Action, McGraw-Hill, New York,
1967.

Topper, A., D. Ouelette, and P. Jorgensen, Structured Methods: Merg-
ing Models, Technologies, and CASE, McGraw Hill, New York,
1994.

Tsui, A., “A Role Set Analysis of Managerial Reputation,” Organi-
zational Behavior and Human Performance, 34 (1984), 64–96.

Tushman, M. L., “Special Boundary Roles in the Innovation Pro-
cess,” Admin. Sci. Quarterly, 22 (1977), 587–605.

—— “Work Characteristics and Subunit Communication Structure:
A Contingency Analysis,” Administrative Sci. Quarterly, 24
(1979), 82–98.

Van de Ven, A. H., “Group Decision Making and Effectiveness: An
Experimental Study,” The Comparative Administration Re-
search Institute of the Center for Business and Economic Re-
search, Graduate School of Business Administration, Kent State
University, Kent, OH, 1974.

Venkatraman, N. and V. Ramanujam, “Measurement of Business

Economic Performance: An Examination of Method Conver-
gence,” J. Management, 13, 1 (1987), 109–122.

Vessey, I. and A. P. Sravanapudi, “CASE Tools as Collaborative Sup-
port Technologies,” Comm. ACM, 30, 1 (1995), 83–95.

Vitalari, N. P., “An Investigation of the Problem Solving Behavior of
Systems Analysts,” Unpublished Ph.D. Dissertation, University
of Minnesota, Minneapolis, MN, 1981.

Vitale, M. and B. Ives, “Finding and Fostering Innovative Applica-
tions of Information Technology: The US Perspective. Part II:
The Lessons,” Working Paper, International Center for Infor-
mation Technologies, Washington DC, 1988.

Vroom, V. H. and A. G. Jago, The New Leadership: Managing Partici-
pation in Organizations, Prentice-Hall, Englewood Cliffs, NJ
1988.

Walz, D., J. Elam, and B. Curtis, “Inside a Software Design Team:
Knowledge Acquisition, Sharing and Integration,” Comm.
ACM, 36, 10 (1993), 68–77.

Weed, S. and T. R. Mitchell, “The Role of the Environment and Be-
havioral Uncertainty as a Mediator of Situation-Performance
Relationships,” Acad. Management Rev. 23 (1980), 38–60.

White, K. B. and R. Leifer, “Information Systems Development Suc-
cess: Perspectives from Project Team Participants,” MIS Quar-
terly, 10 (1986), 215–223.

Whitten, Bentley, and Barlow, Systems Analysis and Design, Richard
Irwin, Boston, MA, 1989.

Wilensky, H., Organizational Intelligence, Basic Books, New York,
1967.

Winograd, T. and F. Flores, Understanding Computers and Cognition,
Ablex Publishing Company, Norwood, NJ, 1986.

Yourdon, E., The Decline and Fall of the American Programmer, Your-
don Press, Englewood Cliffs, NJ, 1993.

——, Techniques of Program Structure and Design, Prentice Hall, En-
glewood Cliffs, NJ, 1975.

——, Managing the Structured Technique: Strategies for Software Devel-
opment in the 1990s, Yourdon Press/Prentice Hall, New York,
1989.

Yukl, G., Leadership in Organizations, 2nd. Ed., Prentice Hall, Engle-
wood Cliffs, NJ, 1976.

Zigurs, I., M. S. Poole, and G. DeSanctis, “Computer Support of
Group Decision Making: A Communication Based Investiga-
tion,” MIS Quarterly, 12, 4 (1988), 625–644.

Zmud, R. W., “The Effectiveness of External Information Channels
in Facilitating Innovation Within Software Development
Groups,” MIS Quarterly, 4, (1983), 43–58.

Joyce Elam, Associate Editor. This paper was received on May 27, 1994 and has been with the authors 22 months for 3 revisions.


