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The dramatic increase in social media use has challenged traditional social structures and shifted a great deal
of interpersonal communication from the physical world to cyberspace. Much of this social media communi-

cation has been positive: Anyone around the world who has access to the Internet has the potential to communi-
cate with and attract a massive global audience. Unfortunately, such ubiquitous communication can be also used
for negative purposes such as cyberbullying, which is the focus of this paper. Previous research on cyberbully-
ing, consisting of 135 articles, has improved the understanding of why individuals—mostly adolescents—engage
in cyberbullying. However, our study addresses two key gaps in this literature: (1) how the information technol-
ogy (IT) artifact fosters/inhibits cyberbullying and (2) why people are socialized to engage in cyberbullying. To
address these gaps, we propose the social media cyberbullying model (SMCBM), which modifies Akers’ [Akers
RL (2011) Social Learning and Social Structure: A General Theory of Crime and Deviance, 2nd ed. (Transaction Pub-
lishers, New Brunswick, NJ)] social structure and social learning model. Because Akers developed his model for
crimes in the physical world, we add a rich conceptualization of anonymity composed of five subconstructs as
a key social media structural variable in the SMCBM to account for the IT artifact. We tested the SMCBM with
1,003 adults who have engaged in cyberbullying. The empirical findings support the SMCBM. Heavy social
media use combined with anonymity facilitates the social learning process of cyberbullying in social media in a
way that fosters cyberbullying. Our results indicate new directions for cyberbullying research and implications
for anticyberbullying practices.
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1. Introduction
In 2007, worldwide media reported on the case of
Megan, a 13-year-old who was cyberbullied on social
media by a “cute boy” named Josh she had met online.
The two had an intense online friendship that ended
poorly, with Josh branding Megan a “liar and slut.”
His last message to Megan was “you are a bad per-
son and everybody hates you. Have a s****y rest of
your life. The world would be a better place without
you” (Pokin 2007). The next day, Megan committed

suicide. The startling twist to this story was that Josh
was not a teenage boy but an adult female, Lori, who
was married with children, had no criminal record,
and ran a successful advertising business. She told
police she had intended to “mess with Megan” because
Megan had fallen out with her daughter, Sarah. It
was later discovered that another adult female had
helped with the cyberbullying. As this case demon-
strates, although cyberbullying is a growing prob-
lem with adolescents (Kay 2013), it is also an adult
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phenomenon that has extended to workplace settings
(Acohido 2013). For example, nearly half (46.2%) of
trainee doctors have experienced workplace cyberbul-
lying that has negatively influenced their job satisfac-
tion (Farley et al. 2015). In fact, it is estimated that the
average online stalker/bully is 41 years old (McFarlane
and Bocij (2003).

A recent workplace cyberbullying case is a good
illustration of this problem (Pershing Square Law Firm
2013): Ralph Espinoza was mildly disabled and had no
fingers on his right hand. In 2006, two of his coworkers
anonymously created two personal blogs to publish
malicious comments about Espinoza. They referred
to him as the “one handed bandit,” labeled his right
hand “the claw,” and offered a reward for photos of
his hand. This cyberbullying campaign quickly drew
attention from numerous people, including other col-
leagues and strangers inside and outside the work-
place, who also started to cyberbully Espinoza using
fictitious (anonymous) names. The harassment con-
tinued for over a year and caused Espinoza to take
medical leave. Although the cyberbullying extended
beyond the workplace, the courts awarded US$820,000
to Espinoza because his employer did not adequately
supervise its employees and did not act to thwart the
cyberbullying.

Accordingly, widespread concerns about cyber-
bullying have inspired research on cyberbullying
in different disciplines. This literature has included
explorations of ethical and moral factors (Tavani
and Grodzinsky 2002), gender and age differences
(Tokunaga 2010), sociodemographics (Vandebosch and
Van Cleemput 2009), and the relationships between
online delinquent behavior and psychotic and symp-
tomatic factors (Hinduja and Patchin 2010). Although
previous research has improved the understanding of
the motivations behind cyberbullying, we highlight
two issues that require further study.

First, evidence consistently shows that people are
more likely to bully or stalk online than offline (Marcum
et al. 2014, Slonje and Smith 2007). Recently, it was
even estimated that 3.4 million people over 18 years of
age were harassed online in the United States annu-
ally (Baum et al. 2009). Although researchers have
acknowledged that theories and studies of traditional
bullying are not applicable to cyberbullying because
of differences between online and offline contexts
(Dooley et al. 2009, Hinduja and Patchin 2008, Slonje
and Smith 2007), little research has examined exactly
what makes the context of cyberbullying different from
that of traditional bullying. Four studies that examined
this issue highlighted the role of anonymity (Barlett
et al. 2014, Udris 2014, Varjas et al. 2010, Wright 2014).
Although this is an insightful start, these studies did
not present anonymity as it is understood in the the-
oretical information systems (IS) literature and thus

did not explain how and why it encourages cyberbul-
lying or what creates anonymity itself. These studies
offered only a binary representation of anonymity that
focuses on lack of identification (yes/no), even though
in an online social context, anonymity is highly percep-
tual and—aside from lack of identification—includes
diffused responsibility, lack of proximity, knowledge
of others, and confidence in the system to function
(Lowry et al. 2013, Pinsonneault and Heppel 1998).

Second, it has been recognized that cyberbullying in
social media can cause more psychosocial and emo-
tional damage than traditional offline physical bul-
lying because of the increased volume, scale, scope,
and number of witnesses (Gillespie 2006). Worse still,
through social media, cyberbullying can spread with a
rapid, broad scale that it is almost unstoppable (Huang
and Chou 2010, Li 2008). For example, in the Ralph
Espinoza case, the wide exposure to the cyberbully-
ing activities and the extensive interaction with peers
exhibiting cyberbullying behaviors on social media
demonstrate the potential of social learning and influ-
ence to run amok very quickly online. However, we
are not exactly sure why this social learning and influ-
ence occurs. Therefore, a related unexplored issue is
to what extent leading social learning and criminol-
ogy research, such as that involved with social learn-
ing theory (SLT) (Akers 2011), can be used to explain
cyberbullying, and to what degree such theory must
be modified.

Motivated by these issues in cyberbullying research,
and by the fact that most studies focus on adolescents
(adult cyberbullying is overlooked in research (Nycyk
2015) and is generally ignored in management practice,
even though much occurs at work or among cowork-
ers (Baum et al. 2009)), we propose a new model to
explain adult cyberbullying that accounts for the social
media artifact of perceived anonymity in a social learn-
ing context. Our model, the social media cyberbullying
model (SMCBM), builds upon Akers’ (2011) seminal
work on criminology and deviance. Our study aims
to explain the pervasiveness and high transmissibility
of adult cyberbullying by adopting the perspective of
SLT, which posits that criminal behaviors are learned
through association with deviant others (Akers 2011).
We thus also examine the extent to which the social
learning components (including differential associa-
tion, reinforcement, and definition) that are relevant to
traditional (noncyber) deviance and crime are also rel-
evant to cyberbullying (e.g., Akers 2011), and if so, how
any of these are influenced by perceived anonymity
and the use of social media. We tested the SMCBM
with 1,003 adult social media users who had a range of
experiences with different types of cyberbullying. The
results support the SMCBM and lay a foundation for
compelling future cyberbullying research.
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2. Background on Cyberbullying
2.1. Defining Cyberbullying
The literature does not clearly distinguish between
cyberbullying, cyberstalking, and cyberharassment.
Cyberbullying generally refers to deliberate and hostile
behavior intended to harm people using the Internet
by leveraging the imbalance of power between bullies
and victims (Limber 2012, Smith et al. 2008). Notably,
cyberbullying can involve stalking behaviors—such as
sending threatening and harassing emails or messages
and passing on rumors—as well as harassment, flam-
ing, and denigration (Li 2006). Cyberharassment can
be defined as repeated or one-off malicious Internet
behaviors that are unsolicited but noticed by victims,
which are intended to upset, disturb, or threaten other
people (Piotrowski 2012, Workman 2010). Cyberstalk-
ing generally refers to a series of repeated intrusive
behaviors performed via the Internet, such as gather-
ing private information or direct communication, that
are intended to convey implicit and explicit threats
and thus induce fear in online victims (Bocij 2004,
Meloy 2001, Robert and Doyle 2003). “Cyberstalking
is also known by other names such as online harass-
ment, online abuse or cyberharassment” (Philips and
Morrissey 2004, p. 67). However, unlike cyberbullying
and cyberharassment, cyberstalking might involve fol-
lowing a former lover online but not involve harassing
behaviors (i.e., victims do not always know they are
victims).

In reviewing these definitions, we consider cyber-
stalking and cyberharassment to be specialized forms
of cyberbullying. Moreover, we argue that cyberbul-
lying is a more appropriate term for the current
study because cyberstalking generally involves re-
peated behaviors (Meloy 2001), whereas our scope
includes one-off harassing behaviors. Moreover, cyber-
bullying typically involves aggressive behavior and an
imbalance of power (Sourander et al. 2010). Such delib-
eration and power imbalance causes more psychoso-
cial and emotional damage than traditional offline
physical bullying (Gillespie 2006). Thus, given our con-
text, when we refer to cyberbullying, we refer to social
harassment on social media, whether it takes the form
of stalking, bullying, or harassment. Our definition
necessarily excludes other online deviant behaviors
with a weaker social media and interpersonal orien-
tation, such as Internet addiction, pornography addic-
tion, computer abuse, and online scams.

2.2. Gaps in the Cyberbullying Literature
Studying adult cyberbullying is challenging because
most of the research involves juveniles, and the nascent
literature has not yet developed a cohesive approach to
studying cyberbullying. However, this broader cyber-
bullying literature is arguably the best starting point
for building a theoretical model to better understand

adult cyberbullying. We thus performed a review
of the related literature (135 articles), as detailed in
Online Appendix A (available as supplemental mate-
rial at https://doi.org/10.1287/isre.2016.0671). In this
section, we summarize how this review informed our
theory building. Of the 135 articles, fewer than half
provided empirical evidence, and most of those that
did were atheoretical and focused on juvenile offend-
ers. A large portion of these studies have nonetheless
appeared in high-quality and high-impact-factor jour-
nals, as noted in Online Appendix A.

In the cyberbullying articles that were theory driven
and supported by empirical evidence, the most fre-
quently used theories were from psychology and crim-
inology, including general strain theory, SLT, social
cognitive theory, social norms theory, social dominance
theory, and social ecological theory. However, these
theories are either macrolevel (environment level) the-
ories that explain how cyberbullying can be directly
influenced by the general environment or microlevel
(individual level) theories that investigate the cogni-
tive processes of individuals when they are involved
in cyberbullying. Thus far, the cyberbullying litera-
ture has not established a theoretical integration of
the macro- and microperspectives, which has been
achieved elsewhere in the deviance literature of Akers
(2011). Thus, cyberbullying research currently lacks a
cohesive theoretical approach to unifying inconsistent
results.

Moreover, simply adopting models that were de-
rived from offline/physical contexts is unlikely to
result in accurate explanations of the unique social
media context of cyberbullying. Although the cyber-
bullying literature is replete with claims that the nature
of cyberbullying is different from that of offline bully-
ing, most of these studies have glossed over the cen-
tral issue: the role of information technology (IT) or
social media artifacts themselves in promoting cyber-
bullying. Most of the reviewed studies have inferred
or acknowledged in passing that such artifacts are fac-
tors, but have rarely explained these factors theoreti-
cally. For example, Raskauskas and Stoltz (2007, p. 566)
made two brief mentions of the “anonymity of elec-
tronics,” with no further explanation, measurement,
or modeling. Interestingly, although they cited Ybarra
(2004) as support for electronic anonymity, Ybarra’s
(2004) study did not mention anonymity. Even the
most recent cyberbullying study, which is forthcoming
in a top journal, only mentioned anonymity in passing
(Barlett et al. 2016). This literature is replete with this
kind of insubstantial treatment of and vague assump-
tions regarding anonymity. However, this point is not
meant to condemn the current research, because it has
been conducted primarily by psychologists and soci-
ologists, whose focus is not on social media artifacts

https://doi.org/10.1287/isre.2016.0671
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and how they might foster anonymity. This is where IS
research can contribute.

To date, only four studies have dealt with IT arti-
fact issues (doing so as a secondary consideration),
and three of these offered only a binary representation
of anonymity, which focused on lack of identification
(yes/no) (Barlett et al. 2014, Varjas et al. 2010, Wright
2014). Another study inferred anonymity but focused
more on the role of the disinhibition/disassociation
created by online interactions (Udris 2014). Thus, the
qualitative account by Varjas et al. (2010) of 20 high
schoolers stands out as particularly insightful because
it addresses both anonymity and disinhibition.

The initial work on the cyberbullying IT artifact is a
good start, but it is not a complete picture of anonymity
or disinhibition in cyberbullying, and it omits explana-
tions of causal mechanisms, which are crucial to theory
building. Again, IS researchers have discovered that in
an online social context, anonymity is highly percep-
tual and involves not just a lack of identification but
also diffused responsibility, lack of proximity, knowl-
edge of others, and confidence in the system’s func-
tionality (Lowry et al. 2013, Pinsonneault and Heppel
1998). Outside of cyberbullying, these two studies
and others have pinpointed the important underly-
ing mechanisms of disinhibition (e.g., Suler 2004) and
deindividuation (e.g., Silke 2003) in changing people’s
online behaviors.

3. Theory: The SSSL Model in
Cyberbullying Contexts

Given the opportunities revealed from the literature,
we first propose a theoretical model that includes
both macro and micro components related to social
learning. We do so by adopting, for the first time in
cyberbullying research, a criminology theory that was
designed for macro and micro components. Our model
is a contextualized version of Akers’ (2011) social struc-
ture and social learning (SSSL) model of crime and
deviance. The SSSL model builds on the core social
learning (i.e., micro) components of SLT, which Akers
himself developed. For the macro components, the
SSSL model adds environmental social structure and
sociodemographic factors that drive the model.

Accordingly, before formally proposing our model,
we present its theoretical foundation. We first explain
the micro factors derived from SLT. We then explain the
macro factors derived from the SSSL model. Next, we
propose our model, which is a unique contextualiza-
tion of the SSSL model that accounts for social media
artifacts that foster anonymity and related disinhibi-
tion and deindividuation. We posit that these factors
change the nature of social learning such that cyber-
bullying is fostered.

3.1. An Overview of SLT and Its Response to
Sutherland’s (1947) Theory of Differential
Association

Akers’ early education and career took place during
an era when Sutherland’s (1947) theory of differential
association was widely used to explain crime (Akers
2011) but was beginning to be criticized. Sutherland
(1947) suggested that deviant behavior is not genet-
ically inherited or predetermined, nor is it learned
through media, news, or movies (a point we later
challenge with social media, which allows people
unprecedented association opportunities). Sutherland
maintained that in American society, individuals asso-
ciate personally with both law-abiding people and
criminals. Whether a person becomes a deviant or a
law-abiding citizen depends on the extent to which the
individual has been exposed to criminal values (associ-
ated differently) versus law-abiding values. Ultimately,
criminal behavior is socially learned in the same way
as law-abiding behavior (Sutherland 1947). A key cri-
tique of Sutherland’s differential association is that he
did not specify the precise underlying learning mech-
anisms (Akers 2011), except for noting that learning is
more than simple imitation and that it can include ges-
tures and verbal communication (Sellers and Winfree
1990, p. 23). Besides lacking accurate specification of
the learning process, Sutherland also did not address
the order in which the learning process takes place
(Cressey 1960, p. 54).

Burgess and Akers (1966) addressed these criti-
cisms by positing that Skinner’s (1953) psychological
behaviorism could supply relevant information by
specifying the underlying learning mechanisms that
Sutherland’s theory lacked. This was not the only mod-
ification that Akers (2011) proposed. Besides modify-
ing Sutherland’s (1947) definitions, Akers et al. (1979)
modified the underlying learning mechanism using
Bandura’s (1977) cognitive SLT and introduced the
concepts of imitation and reinforcement into his the-
ory of social learning (Akers 1973, Sellers and Winfree
1990). The resulting theory was called the SLT of crime
(Akers et al. 1979), which included “differential asso-
ciation, differential reinforcement, imitation, and def-
initions” (Akers 2011, p. 50). Although each element
can be expressed in the form of an individual hypoth-
esis, an underlying assumption of SLT is that these
elements are considered as a whole (Akers 2011). This
means that when all of the elements lean more toward
deviant behaviors, the probability of deviant behaviors
increases (Akers 2011, p. 48).

3.2. The Core Components of SLT

3.2.1. Differential Association. In contrast with
earlier literature (for example, Cohen 1955 proposed
the subculture theory of crime, according to which
crime and criminal attitudes are formed within gangs
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and criminal subcultures), associations in SLT do
not refer to particular gang or criminal subcultures,
although these can also be differential associations.
For Sutherland (1947), and even more so for SLT,
associations refer to any social interactions. Conse-
quently, differential association is the process by which
individuals directly and indirectly interact and iden-
tify with others to learn deviant or acceptable behav-
iors (Akers et al. 1979). For SLT, the relevant social
groups can change during an individual’s develop-
ment (Akers 2011). In relation to cyberbullying, dif-
ferential association means that cyberbullies in the
making associate with different social groups (i.e., ones
with cyberbullies in them) than conforming people
(i.e., noncyberbullies).

SLT emphasizes that differential association results
in interactional peer influence but not peer pressure,
which plays only a marginal role in deviant behavior
(Akers 2011, p. 63). When individuals are associated
with people who perform certain behaviors, they are
provided with a social environment “in which expo-
sure to definitions, imitation of models, and social
reinforcement for use of or abstinence from any partic-
ular substance take place” (Akers et al. 1979, p. 638).
Thus, deviant acts are partially learned from deviants.
Likewise, nondeviant acts are learned from nonde-
viants (Akers 2011). Recent research has suggested that
in a social media context, differential associations can
include online friends, influential online personalities
(e.g., bloggers and celebrities), and even anonymous
virtual group members, in addition to offline intimate
personal groups (Hawdon 2012, Pauwels and Schils
2016). We leverage these social media-related insights
in our theoretical model.

3.2.2. Differential Reinforcement. Differential re-
inforcement deals with the frequency, amount, and
probability of rewards and punishments associated
with a behavior, whether experienced personally or
anticipated by observing the consequences to others.
Akers (1998) points out that differential reinforcement
is considered “the core behavior-shaping mechanism”
(Tittle et al. 2012, p. 864) of SLT, because all of the
cognitive and noncognitive elements of social learning
(i.e., definitions, imitation) are first shaped largely by the
reinforcement process. In general, if rewards and pos-
itive consequences are observed, the behavior will be
reinforced over time; conversely, if punishments and
negative outcomes are observed, the behavior will be
thwarted over time.

There are four reinforcement mechanisms that can
either strengthen or weaken a behavior (Akers 2011):
(1) positive reinforcement (providing rewards), (2) nega-
tive reinforcement (removal of punishments), (3) positive
punishment (providing punishment), and (4) negative
punishment (removal of rewards). Although there are

similarities between these concepts and their counter-
parts in deterrence theory and rational choice theory
(RCT), they should not be conflated.

Differential reinforcements may seem similar to
deterrence and rational choice theories of crime. For
example, deterrence theory includes punishment, and
the RCT of crime entails sanctions and rewards (Akers
1990). Deterrence theory also features specific deter-
rence, which is self-learned consequences, and general
deterrence, which is the observed experience of others
being punished (Gibbs 1975). Thus, deterrence theory
implicitly entails learning, but unlike SLT, deterrence
theory does not outline specific learning mechanisms
beyond specific and general deterrence (Gibbs 1975).
Also, deterrence theory does not highlight the roles of
associations, definitions, or balance probability (e.g.,
rewards and costs; Gibbs 1975). The RCT of crime,
especially Becker’s (1968) early version, involves ratio-
nal calculations intended to maximize benefits, and it
is therefore an economic analysis of crime. SLT does
not explain crimes in terms of rational cost–benefit cal-
culations aimed at maximizing benefits, but rather as
actions learned through associations with criminals.

3.2.3. Imitation. The imitation construct was later
added to SLT by Akers et al. (1979), following
Bandura’s (1977) theorizing.1 Imitation takes place
when one observes behaviors and behavioral conse-
quences and then decides to do the same (Akers 2011).
Pondering the consequences of a behavior links imi-
tation to reinforcement. It is crucial to SLT that when
people are exposed more to deviant role models than to
nondeviant role models, they are more likely to imitate
the deviant role models (Sellers and Winfree 1990). The
learning mechanisms, which for SLT includes imita-
tion and observational learning, explain not only how
people become deviants but also the maintenance and
desistance of deviant behavior (Akers 2011). However,
SLT posits that imitation is “more important in the
initial acquisition and performance of novel behav-
ior than in the maintenance or cessation of behavioral
patterns once established” (Akers and Sellers 2004,
p. 89). Akers et al. (1979) suggest that “after the ini-
tial use, imitation becomes less important” (Akers et al.
1979, p. 638) in predicting sustained behavior. They
found that imitation variables explain “almost none of
the variance” (for about only 0.1% of various kinds
of abuse behavior) in predicting longitudinal deviant
behaviors (Akers et al. 1979, p. 651). Thus, we do not
model or measure it and instead assume it to be a
causal mechanism of the social learning process.

1 Adding imitation and downplaying Skinnerian operant condition-
ing also moved the SLT from the “Skinnerian behaviorism” version
of Burgess and Akers (1966) toward cognitive learning theories
(Akers 2011).
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3.2.4. Definitions. In SLT, definitions “are orien-
tations, rationalizations, definitions of the situation,
and other evaluative and moral attitudes that define
the commission of an act as right or wrong, good
or bad, desirable or undesirable, justified or unjusti-
fied” (Akers and Sellers 2004, p. 86). Notably, defini-
tions arise from the vicarious experience of differential
reinforcement and the direct experience of imitating
others. For SLT, because definitions can strengthen
deviant behavior, they play a key role in explaining
deviant behavior. Akers (2011) distinguished among
three types of definitions: positive, negative, and neu-
tralizing. Positive definitions result in the approval or
acceptance of deviant behavior, negative ones result
in the disapproval of such behavior, and neutraliza-
tions result in behavioral justification, which at a min-
imum is a form of positive, temporary approval. In
this way, Akers (2011) links neutralizations, originally
put forward by Sykes and Matza (1957), to defini-
tions. Akers (2011) views neutralization as an exten-
sion of differential association theory in the sense that
neutralizations are learned from deviant peers. Using
neutralization techniques, deviants accept deviant acts
as “‘all right’ under certain conditions” that are seen as
“exceptional” (Akers 2011, p. 36). Thus, deviants use
neutralization techniques to characterize a given set of
conditions as exceptional, which in turn makes an act
that in other circumstances would be morally unjusti-
fiable feel acceptable.

3.3. The SSSL Model: Integrating Social Structures
with SLT

The SSSL model is an extension of SLT that adds macro
factors to the micro factors of SLT.2 As a framework for
cross-level theory integration, the SSSL model makes
it possible to combine macrolevel social structure theo-
ries with microlevel social learning variables to explain
deviant behaviors. The motivation for considering
the influence of social structure variables in SLT is
that social structure determines the “general culture
and structure of society and the particular communi-
ties, groups, and other contexts of social interaction”
(Lee et al. 2004, p. 17) that influence social learning
mechanisms, including the people with whom one
is associated, reinforcement stimuli in the learning
environment, and group norms regarding what is

2 The SSSL model encompasses SLT because it uses social structure
variables as predictors, SLT constructs as mediators, and deviance
as the dependent variable (Akers 2011). The influence for this inte-
gration came, once again, from Sutherland (1947, p. 8), who had
already described that social structures “determine” social associ-
ations. Cressey (1960) had also asserted that crimes in the United
States vary according to social structural indicators such as class,
gender, and race. Akers (2011, p. 320) built on this notion with the
SSSL model to suggest that social structures do not have a direct
effect on deviant behavior, but that these structures affect social
learning elements, which then drive deviance. This also explains
the correlation between social structure and crime rate (Akers 2011).

approved and disapproved. Online Appendix B sum-
marizes our literature review of the SSSL model-based
studies on which we build. Only two of these (Holt
et al. 2010, Morris and Higgins 2010) have investigated
a form of cyberdeviance using the SSSL model. Neither
Holt et al. (2010) nor Morris and Higgins (2010) studied
how social media artifacts influence social learning.

In the SSSL model, social structure “can be concep-
tualized as an arrangement of sets and schedules of
reinforcement contingencies and other social behav-
ioral variables” (Lee et al. 2004, p. 17) that create a
deviance-producing or deviance-preventing environ-
ment that shapes an individual’s behavior through
the social learning process (Verrill 2005). In the SSSL
model, Akers (2011) distinguishes four categories of
social structural variables that can be used to predict
social learning, as shown in Figure 1.

The four categories are (1) structural crime corre-
lates, which include geographical, societal, cultural,
social, and community differences; (2) sociodemo-
graphic and socioeconomic crime correlates, which
deal with one’s location in the social structure (e.g.,
age, gender, income, employment, class, and religion);
(3) theoretically defined structural causes, such as
those involving social disorganization (e.g., class con-
flict, oppression, and racism); and (4) differential social
locations of primary and secondary reference groups
(e.g., family, peers, church, school, and work). The
effects of structural variables on crime mean that a per-
son’s race or place of residence do not directly cause
crime. Rather, structural variables explain why people
of certain ages or races may associate with certain refer-
ence groups, from whom they learn definitions, crime
techniques, and differential reinforcements of criminal
behavior.

3.4. Proposing the SMCBM Based on the
SSSL Model and SLT

Here, we present an overview of how we contextual-
ize the SSSL model for cyberbullying, which results in
the SMCBM. Figure 2 outlines this proposed theoret-
ical model. Table 1 summarizes how we map the key
social learning constructs to constructs that are more
closely contextualized to cyberbullying. As follows, we
explain how cyberbullying maps to the SSSL model
and SLT. In the hypothesis section, we then return to
the Ralph Espinoza case and discuss it using these
principles.

First, although there is no strict order in which the
social structure elements must be applied, we posit
that moving from offline social interactions to inter-
acting through social media can result in a mean-
ingful shift in a person’s social environment. The
social group one affiliates with offline is replaced
by the group of people one observes or interacts
with on social media (i.e., structural correlates/social
organization (the first SSSL model category) and
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Figure 1 An Overview of Akers’ (2011) SSSL Model, Which Extends SLT
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differential social location in reference groups (the
fourth SSSL model category)). Thus, whether lurk-
ing and observing a heated Discuss debate on rival
sports teams or actively engaging in discussions
about politics on Facebook, a person takes up a
virtual affiliation with a subcommunity and starts
to internalize its rules of engagement and norms
regarding cyberbullying. Characteristics of these social

media subsocieties—such as culture, social cohesion,
social stability, surveillance, and informal control—
can also differ across different forms of social media.
For example, some Reddit communities might have
strict moderators (moderators are a common feature in
this tool) who block people for cyberbullying, whereas
others might be known for unmoderated bullying
behavior.
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Table 1 Mapping of Key Social Learning Factors to This Research

Social learning concept Definition of construct from SLT Constructs used in our research model

Differential association The process by which individuals directly and indirectly
interact and identify with others who already engage
in deviance to learn deviance, through the norms and
frequency of these behaviors

We use cyberbullying negative social influence (norms and
frequency) to reflect the extent to which individuals are
exposed to the norms and cyberbullying of people who are
socially important references (e.g., friends, family,
colleagues, and people they follow online).

Differential reinforcement
(including imitation)

The frequency, amount, and probability of rewards (i.e.,
negative reinforcement, encouraging deviance) and
costs/punishment (i.e., positive reinforcement,
blunting deviance) associated with deviant behaviors
(both through one’s own experiences and through
vicarious experiences of observing others through
differential association); this subsumes the potential
imitation process of social learninga

To represent negative differential reinforcement, we use
cyberbullying costs, which represents a person’s perceptions
of any potential intrinsic or extrinsic losses that could occur
from a cyberbullying act.

To represent positive differential reinforcement, we use
cyberbullying benefits, which represents a person’s
perception of the potential intrinsic or extrinsic gains that
could occur from a cyberbullying act.

Formation of definitions Whether a deviant behavior is perceived as good or bad
based on learned attitudes, beliefs, morality, and
neutralization; the neutralizing definition is whether
the deviant behavior can be justified as good

We use cyberbullying situational morality as a positive
definition to reflect the extent to which a person believes a
given form of cyberbullying to be unethical. We use
cyberbullying neutralization as a negative definition to
represent the degree to which a person suspends their
offline moral judgment and instead rationalizes a given form
of cyberbullying as acceptable.

aDefinitions and imitation were added to SLT by Akers et al. (1979) as extensions of differential reinforcement. In this process of reinforcement through
vicarious experience, if individuals perceive in others’ experiences high benefits and low costs, they are more likely to imitate the behavior. Although imitation
plays an important role in initiating deviant behavior and is thus a potential fourth key SLT factor, we removed it because it is not useful in predicting
sustained behavior (Akers et al. 1979).

Second, the scale and scope of cyberbullying allows
people, through social media, to affiliate and inter-
act with more communities than is possible through
other means. We describe this as increased “social
media reach.” Today, unlike in any other time in his-
tory, a person in Des Moines, Iowa, can communicate
with and befriend someone—whom they have never
met in person—in Tanzania, and have similar rela-
tionships with hundreds of others. Unfortunately, the
same is true for bullying. Social media allows differ-
ent kinds of people (e.g., with different sociodemo-
graphic/socioeconomic backgrounds) to affiliate with
the same social communities (i.e., social structure cate-
gories 2 and 3).

For cyberbullying, the greater social media reach
provided means that people can observe a greater
variety of bullying, differing norms regarding cyber-
bullying, and a greater variety of bullies (e.g., chil-
dren; working adults; parolees; celebrities; politicians;
felons; sex offenders; cult members; retirees; veterans;
lesbian, gay, bisexual, and transgender advocates; ter-
rorists; and “shut-ins”). We use standard elements of
social structure category 2 (i.e., structural crime corre-
lates) using basic demographics that are typically used
as social learning correlates (e.g., gender, age, educa-
tion, income, employment), but we also add a crucial
factor for social media that should drive one’s expo-
sure to negative social influence (NSI): hours of social
media use per day.

Third, we posit that the social media artifact itself
changes the social structure; that is, social media
strengthens the perception of anonymity, which fosters

the underlying causal mechanisms of online disinhi-
bition and deindividuation that change social learn-
ing and encourage cyberbullying. When people feel
anonymous online and are considering cyberbully-
ing, their increased disinhibition and deindividuation
will change their differential reinforcement to down-
play perception of risk and exaggerate perception of
reward. Likewise, their definitions will be skewed
such that negative definitions (e.g., neutralization)
will increase and positive definitions (e.g., situational
morality) will increase. These will then foster cyberbul-
lying. Importantly, all of these social learning factors
are reciprocal and self-reinforcing over time, as empha-
sized in the literature, even though they are rarely mea-
sured as such (Akers 2011). Next, we explain the causal
mechanisms of perceived anonymity on social media.

3.5. How Social Media Fosters
Perceived Anonymity

We argue that perceived anonymity plays a role in
traditional crimes, even though criminological theo-
ries (e.g., SLT, deterrence theory, and RCT) may not
specifically or directly theorize this role. (For exam-
ple, a robber may use a mask in an attempt to avoid
identification.) Although anonymity is not formally
identified by criminological theories, several studies
of criminology and deviance highlight the role of per-
ceived anonymity in fostering deviant outcomes. For
example, urban settings with a higher population den-
sity and population mobility help to foster a sense
of anonymity that enables crime and deviance (Clear
et al. 2003, Crutchfield 1989, Crutchfield et al. 1982).
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Never mind that in urban environments, perpetrators
are more likely to be caught on camera than in non-
urban environments—perceptions are what matter. For
instance, Clear et al. (2003) and Warner and Pierce
(1993) suggest that environments perceived as anony-
mous as a result of residential mobility reduce peo-
ple’s sense of commitment, surveillance, and informal
social control, which further weakens social stability
(Crutchfield et al. 1982). Similarly, according to Trum-
bull (1989), a more anonymous environment created
by overcrowding (high population density) increases
criminal opportunities. Danzinger (1976, p. 292) also
points out that “anonymity makes identification of
criminal suspects more difficult;” thus, crime rates in
large cities tend to be higher because of the reduced
apprehension of perpetrators. Jackson (1991, p. 384)
argues that anonymity decreases social cohesion and
restrains law enforcement, which influences “the ease
of crime commission.” Thus, anonymity serves as a
macrolevel predictor of general deviance in the physi-
cal world, and its role is stronger online.

However, perceived anonymity is much more com-
plex than mere lack of identification. The five related
subconstructs of perceived anonymity established by
Pinsonneault and Heppel (1998) are foundational to
our explanation of how social media artifacts change
the social structure that influences social learning: lack
of identification, diffused responsibility, lack of prox-
imity, lack of knowledge of others, and confidence in
the system’s functionality. Building on Pinsonneault
and Heppel (1998) and Lowry et al. (2013), we define
these subconstructs as follows: lack of identification
is the degree to which potential cyberbullies believe
their personal identities will not be revealed by the
social media system; diffused responsibility is the degree
to which potential cyberbullies believe they will not
be held accountable for their cyberbullying on social
media; lack of proximity is the extent to which poten-
tial cyberbullies believe others are not physically close
enough to their computer to observe their cyberbully-
ing; lack of knowledge of others is the degree to which
potential cyberbullies believe others in the social media
system do not know them well enough to recog-
nize them; and confidence in the system to function is
the degree to which potential cyberbullies have confi-
dence that the social media system will not malfunc-
tion, involve secret monitoring, or have “back doors”
that will reveal their identity against their wishes.
Given these definitions, it is clear that the meaning of
anonymity is richer in a social context (Lowry et al.
2013) in which “anonymity can only significantly affect
disinhibition, and other behaviors in general, when
social evaluation is an important source of inhibition”
(Pinsonneault and Heppel 1998, p. 97). We argue that
perceived anonymity’s role in cyberbullying is multi-
dimensional and subjective.

Several key factors explain why the five factors
of perceived anonymity are altered in social media
social structures and why they are highly subjective.
First, several technical features of social media allow
for increased anonymity, such as using pseudonyms,
throwaway accounts, and false identities (i.e., lack of
identification). Second, many sophisticated tools can
be used outside of social media (e.g., browser exten-
sions) that can further hide identity from social media
providers (i.e., lack of identification and confidence in
the system). Third, people are more likely to harass or
bully people they do not know (Ybarra and Mitchell
2004; i.e., knowledge of others and lack of proxim-
ity). Fourth, social media introduces dramatic shifts in
scope and scale. Users can target thousands of peo-
ple, engage in more frequent and more intense inter-
actions, and reach people who are unreachable offline
(Mangolda and Faulds 2009; i.e., diffused responsi-
bility and knowledge of others). Fifth, prosecuting
cyberbullies requires law enforcement authorities to
obtain Internet protocol (IP) addresses and other infor-
mation from Internet service providers, which often
are located in different countries or jurisdictions only
governable by national law enforcement (i.e., diffused
responsibility and confidence in the system). This
means that cyberbullying is difficult to prosecute even
when it involves a crime (e.g., a direct threat) and that
people are less likely to witness the arrests and prose-
cution of cyberbullies.

3.6. How Cyberbullying Anonymity Fosters
Disinhibition and Deindividuation and
Changes Social Structure and Social Learning

We now explain that perceived anonymity facilitates
the underlying causal mechanisms of disinhibition and
deindividuation, and it is these factors that desensi-
tize people such that their social learning is altered
to increase their willingness to engage in cyberbully-
ing. Just as alcohol may disinhibit some people and
consequently give them the courage (or stupidity) to
pick a fight with a member of a biker gang at a bar,
anonymity’s disinhibition and deindividuation mech-
anisms foster acts of online deviance in which people
would not normally engage.

The relationship between criminal behavior and the
anonymity of cyberspace has been found to be signifi-
cant in two empirical studies (Baggili and Rogers 2009,
Barlett and Gentile 2012), but it has not been clearly
explained. The theory of online disinhibition—which
posits that several macrolevel online characteristics
are related to the high rate of online crime/deviance
(Suler 2004)—offers an explanation for the prevalence
of online deviance. Li (2007, p. 1780) likewise argues
that anonymous computer-mediated communication
“not only fosters playful disinhibition but reduces
social accountability,” leading to more engagement in
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aggressive acts. Consistent with this claim, Delmonico
and Griffin (2008, p. 461) suggest that online disinhi-
bition explains “why the Internet is an ideal venue
for problematic sexual behavior.” Lapidot-Lefler and
Barak (2012, p. 434) have also used online disinhibi-
tion to explain flaming behavior and suggest that the
disproportionately high occurrence of deviant behav-
iors such as “violence, incitement, flaming, and verbal
attacks” on social media should be attributed to online
disinhibition. Thus, we argue that because of the dis-
tinct nature of social media, disinhibition effects will
influence the social psychological process of individ-
uals committing cyberbullying. Specifically, online dis-
inhibition occurs when individuals feel free to perform
behaviors in cyberspace that they feel inhibited from
performing offline (Lowry et al. 2013, Suler 2004).

Importantly, in describing the disinhibition effect,
Suler (2004) regards anonymity as the principal factor
of increased disinhibition online, which in turn leads
to cyberdeviance. For concision, we too focus primar-
ily on anonymity; it allows more straightforward con-
ceptualization and measurement. According to Suler
(2004), the disinhibition effect occurs because a high
degree of anonymity enables people to easily sepa-
rate their online actions from their offline identities
and “avert responsibility for those behaviors, almost as
if superego restrictions and moral cognitive processes
have been temporarily suspended from the online psy-
che” (Suler 2004, p. 322). Such disinhibition has been
predicted to exert significant influence over cyberbul-
lying (Hinduja and Patchin 2008) and cyberstalking
(Bocij and McFarlane 2003), but our study is the first to
explain and test this relationship.

The second causal mechanism fostered by anonym-
ity is deindividuation, which is “the loss of one’s sense
of individuality and personal responsibility” (Valken-
burg and Peter 2011, p. 122). It has been shown that
anonymity (either in online or offline settings) is one
of the major causes of deindividuation (Silke 2003).
Anonymous conditions facilitate deindividuation by
causing a loss of self-awareness (Silke 2003). The social
identity model of deindividuation (Reicher et al. 1995)
also proposes that “anonymity promotes a shift in the
kind of self-awareness from the personal to the group”
(Lea et al. 2001, p. 527; in this model, the process is
also called depersonalization). The “sense of responsi-
bility for actions online” (Cooper and Blumenfeld 2012,
p. 159) will be inhibited, and individuals may con-
vince themselves that they are not responsible for their
online deviant behaviors (Freestone and Mitchell 2004,
Harris and Dumas 2009). In addition, depersonaliza-
tion caused by anonymity magnifies the influence of
group norms and thereby makes it easier for individ-
uals to learn negative definitions from deviant peers
(DeHue et al. 2008).

4. Operational Model and Hypotheses
The hypotheses, depicted in Figure 2, closely follow
our theoretical review that created the SMCBM, which
is a modification of the SSSL to fit the cyberbully-
ing context. Here, we start with predictions of how
the IT artifact of cyberbullying anonymity changes the
influence of the social learning constructs. We then
explain how these influence cyberbullying frequency.
We refer back to the Ralph Espinoza case as an illustra-
tion of these relationships and of how social learning
influences cyberbullying.

4.1. How the IT Artifact of Perceived Anonymity
Can Change Social Learning Outcomes

4.1.1. How Cyberbullying Anonymity Influences
Differential Association. Again, in our context, differ-
ential association is the process by which individuals
directly and indirectly interact and identify with others
who engage in deviant behaviors to learn such behav-
iors. Consequently, our surrogate for this construct
is negative social influence. We argue that perceived
anonymity online encourages more association with
those who engage in deviant behaviors. In the Ralph
Espinoza case, anonymity allowed more coworkers to
join. Worse, it allowed unknown people outside of
work to observe and join the negative social spectacle.

We posit that anonymity fosters this problem for a
couple of reasons: Most importantly, online anonymity
allows one to associate with people who engage in
deviant behaviors with whom one would not normally
associate offline because of social restraint and poten-
tial embarrassment, as well as lack of access/reach.
According to Neal (2010), people with relatively good
social status are less willing to be associated with
aggressive peers in a nonanonymous setting, because
association with deviant peers can damage their social
position. However, such restraint does not exist if
aggressive behaviors are conducted anonymously. In
the Ralph Espinoza case, people from outside work
anonymously joined the fray in large numbers; this
would be highly unrealistic in the physical world.
Recall that a key causal mechanism of anonymity is
behavioral disinhibition (Lowry et al. 2013, Suler 2004).
Such inhibition should also extend to association; that
is, it should be much easier and less risky to asso-
ciate with social deviants anonymously online (e.g.,
associating with highly profane, angry, criminal, or
racist people) than to do so offline. For example, it
is much less socially risky for most people to visit
a neo-Nazi Subreddit anonymously than to attend a
neo-Nazi recruitment meeting. Notably, the more one
affiliates with deviant groups or people, the more neg-
ative social influence will be experienced, which we
explain next.

Both the SSSL model and the SLT posit that deviant
behaviors are learned from behavioral models that
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emerge during social interaction. Differential associa-
tion attempts to capture the extent to which individ-
uals are exposed to deviant behavior through their
associations with others. In the physical world, SSSL
indicates that the association would be a physical asso-
ciation with criminals. In our context, we posit that
instead the association is virtual and involves observ-
ing cyberbullying on social media. This negative expo-
sure is called NSI. Such negative social influence is
associated with traditional crimes (Kahan 1997). In
our context, NSI can be expressed from the SLT lit-
erature (Akers et al. 1989) as a subjective norm (the
degree to which one perceives important referent oth-
ers approve/disapprove of specific behaviors; Ajzen
1991) and frequency (how often behavior is observed)
as the perception that comes into play when individu-
als learn to perform cyberbullying from others online
by virtue of SLT phenomena, such as differential rein-
forcement and definitions. This is shown in the Ralph
Espinoza case: the more people got involved, the less
people spoke out, and the longer it went on, the worse
the cyberbullying became.

Moreover, such anonymity allows for “lurking” be-
haviors in which one can observe offensive behav-
iors online committed by others without any public
or social responsibility to speak out against them.
In the Ralph Espinoza case, no one—including man-
agement—spoke out against what was happening.
Through social media, one can witness offensive cyber-
bullying, but no one has to know that one was a wit-
ness. We argue that this can foster an online version
of the bystander effect. This effect has been documented
to occur in physical environments in which bystanders
do not offer any help to a victim, and it tends to
increase the more people are present because of a sense
of diffused responsibility, ambiguity, and cohesive-
ness (Darley and Latané 1968). Preliminary research
indicates that such effects could occur online in chat
rooms as people see more users being added to a room
(Markey 2000). Similarly, anonymity should make such
effects stronger for cyberbullying on large social media
platforms, especially because of the previous literature
we noted showing a connection between anonymity
and deindividuation, which helps foster a loss of
one’s sense of individual responsibility (Freestone and
Mitchell 2004, Harris and Dumas 2009, Valkenburg and
Peter 2011), fostering NSI. Thus:

Hypothesis 1 (H1). An increase in anonymity is asso-
ciated with increased cyberbullying NSI.

4.1.2. How Cyberbullying Anonymity Influences
Differential Reinforcement. Again, differential rein-
forcement deals with the frequency, amount, and
probability of rewards and punishments associated
with a behavior, whether experienced personally or
anticipated by observing the consequences to others

(Akers 1990). Thus, the more an outcome is perceived
on the basis of social learning as negative (e.g., as
a cost), the more likely it discourages those behav-
iors (Akers 1990). We contend that perceptions of
anonymity disrupt normal social structures such that
a large volume of bullying is witnessed without neg-
ative consequences, and normal calculations of cost–
benefit are skewed such that benefits are artificially
inflated and costs are not fully manifested or per-
ceived. The Ralph Espinoza case went on for a year
and a half without any punishments or chastisement
from management; meanwhile, those who participated
had the rewards of increased social bonding, power,
and entertainment from otherwise dull work. Hence,
their differential reinforcement was skewed by the
anonymity provided by social media. In the context
of nonanonymous abuse, such behavior likely never
would have carried on for so long, and it could not
have involved as many people.

Because of a lack of anonymity in the physical world,
people have a higher chance of witnessing bullies
getting caught and receiving sanctions, which may
include anything from negative peer reactions to work
suspensions to legal consequences. Conversely, social
media that is perceived as anonymous is often loaded
with rude expressions, name-calling, and insulting lan-
guage. Because of anonymity, the resulting punish-
ments and social disapproval tend to be weaker and
harder to enforce. According to SSSL, via differen-
tial reinforcement over time, this explains why users
can perceive the costs of cyberbullying as low.3 The
online disinhibition effect can further explain calcu-
lations of reduced costs because anonymity enables
people to “avert responsibility for those behaviors”
(Suler 2004, p. 322). Moreover, the criminology liter-
ature shows that anonymity weakens informal social
controls (Clear et al. 2003), which suggests that infor-
mal costs are reduced online as well.4 This shift in
the social environment through increased anonymity
skews the cyberbullying social learning reinforcement
process toward diminishing costs. Thus:

Hypothesis 2 (H2). An increase in anonymity is asso-
ciated with decreased cyberbullying costs.

3 Other studies have also reported that perceived anonymity
can make cyberbullies believe that potential sanctions are low:
“Anonymity and confidentiality on the Internet provides [sic] a
degree of protection for cyber bullies” (Topcu et al. 2013, p. 149);
moreover, “anonymity also implies the absence of consequences,
because the aggressors frequently cannot be identified” (Calvete
et al. 2010, p. 1130). Consequently, King (2010, p. 850) concludes
that “cyberbullies feel protected by anonymity.”
4 According to Davenport (2002), anonymity weakens the behav-
ioral constraints imposed by the criminal justice system, an effect
that facilitates deviance because it minimizes the threat of being
punished. As a result of the sense of anonymity, people often
perceive cyberdeviance as having few repercussions (D’Arcy and
Herath 2011).
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Moving from costs to benefits, per differential rein-
forcement, the more an outcome is perceived on the
basis of social learning as positive (e.g., as a bene-
fit), the more likely it tends to encourage the mod-
eled behaviors (Akers 1990). The extant cyberbullying
literature also argues that offenders not only examine
costs, but calculate benefits before they decide to com-
mit such acts (e.g., Hemphill and Heerde 2014, Hinduja
and Patchin 2013). Anonymity can also influence the
perception of benefits, although this is often less tangi-
ble than costs. The basic idea is that anonymity allows
offenders to experience benefits they would not expe-
rience nonanonymously. The direct benefits of cyber-
bullying vary from case to case; however, according
to existing literature, these benefits generally include
revenge, seeking social approval, having fun, attract-
ing attention, asserting power/influence, and so forth
(Miller 2013, Varjas et al. 2010, Xiao and Wong 2013). In
the Ralph Espinoza case, the likely rewards were social
bonding, power, and entertainment.

Regardless of the benefits imagined by bullies, we
argue that anonymity increases imagined and/or real
benefits. Likewise, anonymity can also give bullies
more power and control, as has also been theorized in
the early cyberbullying literature (Dooley et al. 2009).
Later it was similarly theorized that cyberbullies bene-
fit themselves through “a systematic abuse of power”
(Slonje et al. 2013, p. 26) on their victims, and these
external/internal benefits are magnified by increased
power imbalance between the cyberbullies and the vic-
tims. Anonymity amplifies this imbalance. For exam-
ple, in the online world, a number of different fake
accounts can be created, which can be used for bullying
the same or different victims (Galán-García et al. 2016).
Social media via anonymity also provides many differ-
ent ways to bully someone and thus achieve stronger
benefits than is possible nonanonymously (e.g., anony-
mous versions of messaging, photos, fake people,
memes, down voting, attachments, comments to a vic-
tim’s friends, movies, and so on). In such an anony-
mous environment, with numerous ways to commit
power-imbalanced attacks, victims are virtually pow-
erless to protect themselves, which makes the cyber-
bullies’ abuse of power more effective (Moore et al.
2012), and thus the more likely perceived benefits will
result. Hence:

Hypothesis 3 (H3). An increase in anonymity is asso-
ciated with increased cyberbullying benefits.

4.1.3. How Cyberbullying Anonymity Influences
Definitions. Again, definitions refer to whether an
action is good or bad (i.e., favorable or unfavorable)
based on the learned attitudes, beliefs, and justifica-
tions for certain behaviors (Akers 1990). Moreover, the
neutralizing definition is whether the deviant behav-
ior can be justified as good. Here, definitions empha-
size the inner values formed from past cyberbullying

experiences that may further influence the justifica-
tions for performing such behaviors in the future. We
continue to argue that cyberbullying anonymity shifts
the social structure such that definitions are different
than in the physical world, and this includes increased
neutralizing definitions. One who has chosen to cyber-
bully is more likely to have defined and justified cyber-
bullying as generally favorable and acceptable, at least
in a particular instance. In the Ralph Espinoza case, the
bullies thought they were just having a “good time,”
and they were not aware of the severe psychosocial
damage they were doing to him. (This is more likely
with anonymity because there is a lack of two-way
communication through which the victim’s pain can
be conveyed.) Worse, the longer it went on, the more
normal and acceptable this routine was.

Previous research has argued that the high degree
of anonymity in such environments increases the like-
lihood that cyberdeviant behaviors harmful to others
“do not cause so many negative feelings (e.g., guilt,
shame, self-condemnation)” (Pornari and Wood 2010,
p. 89) for perpetrators and reduces “the chance of
empathizing with the victim” (Robson and Witenberg
2013, p. 214). According to SSSL, by using neutral-
ization techniques, criminals may accept deviant acts
as “‘all right’ under certain conditions” (Akers 2011,
p. 36).

SSSL applied to neutralization theory readily ex-
plains why such justifications are increased by
anonymity. We posit that the structure of the online
environment makes such “acceptable conditions”
more readily available. For example, because of key
anonymity subconstructs on social media—particu-
larly, diffused responsibility, lack of proximity, and lack
of knowledge of others—the perpetrator can hide, and
the consequences of a cyberbullying act are difficult
to see or measure. These factors allow cyberbullies
to invoke neutralization techniques that involve denial
of responsibility (Siegal 2011, Sykes and Matza 1957).
Likewise, unlike physical bullying, it is hard to see
the actual consequences of cyberbullying, especially
if anonymity is involved and the victim thus cannot
express their injury to the bully. This fosters the neu-
tralization technique of denial of injury (Siegal 2011,
Sykes and Matza 1957), among other likely neutraliza-
tion techniques. We thus propose the following:

Hypothesis 4 (H4). An increase in anonymity is asso-
ciated with increased cyberbullying neutralization.

Likewise, we argue that perceived anonymity on
social media further modifies the social structure of
the online environment by fostering moral disengage-
ment, which in turn facilitates the learning of def-
initions that support cyberbullying. This increase in
moral disengagement then results in increased neutral-
ization and decreased situational morality, which is the
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mechanism that otherwise ethical people use to jus-
tify immoral behavior. Moral disengagement comprises
“the mechanisms individuals activate to override the
influence of their internal self-sanctions and to dis-
tance themselves from perceived reprehensible conse-
quences of their behavior” (Garbharran and Thatcher
2011, p. 302). In the Ralph Espinoza case, even though
the cyberbullying behaviors were abhorrent to oth-
ers, the people involved were generally well behaved,
moral, and professional in their day-to-day work. Once
online, it was as if their dark alter egos took over their
normal morality and skewed their behavior as normal,
acceptable, and moral—even fun. Anonymity helped
create this conundrum due to the lack of rich media
and communication to understand the pain they were
causing Espinoza.

We posit that moral disengagement is a natural
consequence of disinhibition and deindividuation. Per
Suler (2004), when individuals commit deviance in
an online anonymous environment, their moral cog-
nitive processes are often temporarily suspended. We
argue that it is this that fosters positive moral defi-
nitions of deviate behavior. Pornari and Wood (2010,
p. 89) argue that the high degree of anonymity in such
environments increases the likelihood that cyberde-
viant behaviors harmful to others “do not cause
so many negative feelings (e.g., guilt, shame, self-
condemnation)” for perpetrators, and Robson and
Witenberg (2013, p. 214) argue that it reduces “the
chance of empathizing with the victim.” Thus, peo-
ple find it easier to justify their deviant behaviors in
response to criticism from others in anonymous online
environments (Davenport 2002). Anonymity suspends
normal forms of social interaction and social mores;
thus, “problem behaviors may be recognized, rational-
ized, and mutually encouraged by others” (Ko et al.
2008, p. 575). According to Bauman and Pero (2011)
and Gini et al. (2014), moral disengagement caused
by online disinhibition results in disregard for social
mores and morals. Thus:

Hypothesis 5 (H5). An increase in anonymity is asso-
ciated with decreased cyberbullying situational morality.

4.2. How Social Learning Outcomes Influence
Cyberbullying Frequency

NSI is especially apt in our context because in SLT,
a criminal or delinquent actor models and imitates
the deviant behavior (i.e., NSI) of fellow group mem-
bers (Akers et al. 1979). Thus, a strong connection
exists between NSI and crime (Kahan 1997). Related
research has shown that if people belong to a group
that promotes violence (i.e., NSI), they are more likely
to assimilate such negative norms as less costly and
more beneficial and engage in similar behavior (Bocij
and McFarlane 2003). The cyberbullying literature has

also begun to identify this link, primarily in connec-
tion with various forms of negative social norms and
exposure (Hinduja and Patchin 2013). Imagine in the
Ralph Espinoza case if employees or management had
intervened early on and tried to socially shame the
bullies. Instead, no one stood against the NSI. As a con-
sequence, unchallenged NSI in cyberbullying groups
strengthens the belief that cyberbullying is “cool,” ben-
eficial, or acceptable (DeHue et al. 2008), and thus
encourages cyberbullying. In summary, if the SSSL
model holds true in our context, then we hypothesize
the following:

Hypothesis 6 (H6). An increase in cyberbullying NSI
is associated with increased cyberbullying.

Next, we deal with the effects of perceived cyberbul-
lying benefits and costs on cyberbullying frequency.
These hypotheses should hold prima facie, based on
the SSSL model, the SLT, and the previous hypothe-
ses related to benefits and costs. SSSL and SLT posit
that the observed benefits from a crime are linked
with increased rates of a crime, and observed costs
are associated with decreased rates of a crime. These
are argued to hold also for the social media context
and cyberbullying. Thus, when people experience dif-
ferential reinforcement that artificially increases per-
ceived cyberbullying benefits and decreases perceived
costs, they are more likely to commit cyberbullying.
This was certainly the situation in the Ralph Espinoza
case, but the converse could also have been true—had
there been any management oversight, positive peer
pressure, or workplace punishments.

Hypothesis 7 (H7A). An increase in cyberbullying
benefits is associated with increased cyberbullying.

Hypothesis 7 (H7B). An increase in cyberbullying
costs is associated with decreased cyberbullying.

Neutralization theory (Sykes and Matza 1957) ar-
gues that neutralizations are linked to criminal behav-
ior. A basic assumption of neutralization theory is that
people who engage in delinquent behavior “believe in
the norms and values of the community in general”
(Siponen and Vance 2010, p. 489) but are temporarily
suspending them by using neutralization techniques
to avoid guilt. In the Ralph Espinoza case, the people
involved in cyberbullying saw it as harmless fun and
a way to “blow off steam.” They did not recognize the
immorality of their behavior or the psychosocial dam-
age to Espinoza. Worse, the more people who joined
in on the abuse, the more acceptable it became because
“everyone was doing it.”

Moreover, early neutralization theory studies have
proposed a distinction between “acts that are wrong in
themselves” and “acts that are illegal but not immoral”
(Sykes and Matza 1957, p. 667); the former causes more
guilt than the latter. Thus, nonsociopathic people feel
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guilty and ashamed when they realize their behav-
iors do not comply with ethical standards, which in
turn prevents them from performing deviant behav-
iors, unless they morally disengage and neutralize
such behaviors. Before engaging in delinquent behav-
ior, people often justify it subjectively with neutralizing
definitions, and certain neutralization techniques5 help
them to justify their delinquent behaviors as accept-
able under the circumstances, thereby removing moral
restrictions (Mitchell and Dodder 1980). Finally, a few
studies have proposed that juveniles use neutralization
when they choose to cyberbully (e.g., Bauman 2010,
Renati et al. 2012), and given the above, this link likely
extends to adults. Thus, we hypothesize the following:

Hypothesis 8 (H8A). An increase in cyberbullying neu-
tralization is associated with increased cyberbullying.

Finally, because perceived anonymity leads to moral
disengagement—which decreases situational mora-
lity—we continue this chain of logic to explain how
increased situational morality decreases cyberbullying.
Importantly, the evaluation of an act as morally wrong
leads to avoidance of the action, especially when the
person has the freedom to do so (Hare 1981). The
converse is also true: when an action is regarded as
morally acceptable, it is likely to be done, especially
when the person has motivations to do so. We argue
that the same reasoning holds for cyberbullying. Thus:

Hypothesis 8 (H8B). An increase in situational moral-
ity is associated with decreased cyberbullying.

5. Methodology
This study is the result of engaged scholarship (Van de
Ven 2007) pursued over several years to build a model
and gather empirical data to enhance the understand-
ing of cyberbullying. We started with four preliminary
studies, which were followed by two separate data col-
lections that were part of the peer-review process for
this manuscript. The present study represents the third

5 Examples of neutralization techniques to justify behaviors include
denial of responsibility, denial of injury, denial of the victim (i.e.,
denying the existence of a real victim), condemnation of the con-
demners, appeal to higher loyalties (Sykes and Matza 1957), the
metaphor of the ledger (Klockars 1974), and the defense of neces-
sity (Minor 1981). These techniques have been thoroughly studied,
and several others are likely applicable to cyberbullies. We thus
conducted a full review of these techniques and summarized 14 rel-
evant neutralization techniques from the literature (available on
request). However, which techniques are chosen in various scenar-
ios is not as theoretically important for the SMCBM as the general
proposition that if the SLT/SSSL model holds in this context and is
driven by NSI, the definitions factor of SLT is likely to be strongly
represented by neutralization by those who choose to cyberbully,
often against their better moral judgment. For this reason, as well
as for theoretical concision, we depict neutralization as a second-
order construct, which is consistent with the theoretical models
developed by Jarvis et al. (2003) and Siponen and Vance (2010).

data collection. Details of the other studies are avail-
able on request.

5.1. Data Collection and Advanced Sample
Filtering to Improve Data Quality

The most challenging aspect of our research is
that despite its pervasiveness, cyberbullying involves
behaviors that are considered socially unacceptable in
most cultures. We needed to study such behaviors in a
manner that would elicit honest responses while main-
taining anonymity. We chose to use an anonymous
self-reported cross-sectional survey, which is strongly
supported in the literature: Previous studies of deviant
behaviors have effectively used cross-sectional stud-
ies in a variety of settings (e.g., Bennett and Robinson
2000, Higgins et al. 2008, Hinduja 2007, Lowry and
Moody 2015, Lowry et al. 2015, Posey et al. 2015).
SLT has also been examined by self-report studies con-
ducted by its developers (Akers et al. 1979) and others
(e.g., Higgins 2006, Higgins and Makin 2004, Skinner
and Fream 1997, Winfree et al. 1994). Moreover, sub-
stantial IS research has used cross-sectional studies
involving self-reported behaviors, in a greater variety
of contexts (Karahanna et al. 1999, Lankton et al. 2010,
Moody and Siponen 2013, Vance et al. 2012, Venkatesh
et al. 2012).

The use of self-reports may involve social desirabil-
ity bias, which we took the following measures to
reduce: First, we provided the respondents with a cer-
tain level of anonymity. To ensure anonymity between
the respondents and researchers, we used a third-party
online panel. Consequently, the respondents never
interacted with the researcher, and the researcher never
had access to the respondent’s contact information,
which is a leading practice to thwart social desirabil-
ity bias (Awad and Ragowsky 2008, Lowry et al. 2013,
Posey et al. 2013). Using the specific panel of Mechani-
cal Turk (MTurk) also allowed us to gather respondents
from a wide range of sociodemographic backgrounds,
people who would have been virtually impossible
to reach otherwise. MTurk is a particularly useful
platform for such studies because millions of people
are registered to respond, and the platform allows
for advance-screening measures, which are helpful in
recruiting people with preferred characteristics.

We followed the latest methodological literature on
MTurk (e.g., Goodman et al. 2013, Landers and
Behrend 2015, Lowry et al. 2016, Steelman et al. 2014)
and used it in combination with advanced survey
features and filtering through Qualtrics online sur-
veys, which greatly improved the data quality (e.g.,
Goodman et al. 2013, Landers and Behrend 2015,
Lowry et al. 2016). This literature indicates that our
data collection context was an especially good fit for
MTurk; it is a topic of general interest for which no
special expertise was needed, the data could be col-
lected with reasonable assurances of anonymity, and
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it is an ideal way to reach a large number of people
with specific traits (e.g., having committed cyberbully-
ing). First, we employed multiple screeners (including
IP address and geolocation information) to ensure that
only English-speaking adult respondents who lived
in the United States could take the survey (the same
country and language were required for consistency
in the laws and norms regarding social media). The
respondents were also required to have had commit-
ted at least one act of cyberbullying on social media in
the last year and to have been willing to provide their
opinions about cyberbullying in general. To eliminate
(semi)professional survey takers, we used the MTurk’s
screening capabilities to make the survey known and
available only to people who had taken a maximum
of three previous surveys. However, we also paid a
reasonable amount of compensation such that partici-
pants had the reasonable opportunity to earn around
U.S. minimum wage per hour. We also used Qualtrics’
technical option to prevent more than one response
from the same IP address.

In view of the length and sensitive nature of the sur-
vey, to decrease monomethod bias and increase both
honesty and attention, we implemented the follow-
ing procedural remedies taken from the literature (e.g.,
Goodman et al. 2013; Landers and Behrend 2015;
Lowry et al. 2013, 2016; Rouse 2015; Steelman et al.
2014) that have been shown to address these issues:
(1) we randomized the order of the survey ques-
tions; (2) we reversed the scaling and anchors of
half of the survey questions; (3) we used questions
with different anchors; (4) we combined questions that
were each other’s opposite or were unrelated; (5) we
implemented randomly presented attention-trap ques-
tions to ensure that the respondents were reading
and understanding the questions; (6) we asked the
respondents to verify their honesty and complete-
ness in answering; (7) we explained the importance of
paying attention and the scientific importance of the
study; (8) we tracked the time spent in completing the
surveys and eliminated any that were taken unusu-
ally fast compared to our pilot tests; (9) we provided
data validation, look-ups, and other survey screeners
to improve data accuracy; and (10) aside from these
efforts, which help to prevent common-method bias a
priori, we gathered a marker variable per Richardson
et al. (2009), which in our case was based on organiza-
tional commitment and provides additional evidence
for the absence of common method bias.

5.2. Data Filtering and Sociodemographic Data
Following the leading practices for MTurk studies that
involve lengthy surveys, we employed a high degree
of filtering to ensure a high degree of data quality;

this is because such studies are prone to high drop-
out rates and attempts to rush through the survey.6

The sociodemographic data of the 1,003 respondents
were as follows: age (x̄, 31.02 years; SD, 8.36), first
year on the Internet (x̄, 1999; SD, 4.00 years; min.,
1993; max., 2012), and work years (x̄, 12.00 years; SD,
8.27). The gender distribution was 514 males (51.2%),
483 females (48.2%), and 6 other genders (0.6%). The
respondents’ employment distribution was as follows:
185 full-time students (18.4%), 92 unemployed and
nonstudents (9.2%), 162 employed part time (16.2%),
and 564 employed full time (56.2%). Full details of all
demographics and individual cyberbullying behaviors
are presented at the end of Online Appendix D.

5.3. Measures and Controls
All measures were based on established measures and
were modified to fit our cyberbullying context where
necessary. Here, we supply details on how some of
our key constructs were measured to illustrate impor-
tant aspects of our measurement strategy. Full details

6 A total of 1,972 people on MTurk saw our human intelligence
task (HIT) and examined the disclosure page of our survey. Fifty
people indicated they had never committed cyberbullying and thus
were disqualified, and 167 people decided to not continue with the
study or refused to provide consent, leaving 1,755 people who went
to the first page of the survey, the demographics section. When
asked for their country, five people indicated they did not live in
the United States, even though their IP address indicated a U.S.-
based computer, and thus were eliminated. Another 156 people did
not continue at this point, leaving 1,594 people who went to the
next page of demographics. Another 27 people dropped out at this
point, leaving 1,567 people. Because of the length of the survey,
we then randomly provided five attention-trap questions through-
out the remainder of the survey to ensure the respondents were
being honest, were paying attention, and were not rushing through
the survey. The first trap caught 205 people off guard, who were
removed, after which 20 people decided to not complete the IT arti-
fact section, leaving 1,342 people in the study. After this, they were
given instructions about the cyberbullying section and reminded of
the requirement to disclose their cyberbullying behaviors. One hun-
dred forty-two people did not continue, leaving 1,200 people. In the
final sections of the survey on cyberbullying behaviors, four more
attention traps were executed. Trap 2 was provided in this section
of the survey, causing 61 people to be removed, leaving 1,139 peo-
ple. Thirty-four people did not pass Trap 3, leaving 1,105 people.
Nineteen people did not pass Trap 4, leaving 1,086 people. Thirteen
people did not pass Trap 5, leaving 1,073 respondents. Another 70
people passed all of the attention traps but did not fully respond to
all cyberbullying behavior questions, and thus they were dropped,
leaving 1,003 respondents for the final data analysis. Finally, the
attention trap questions that were used were the following:

1. It is true that Donald Trump has unusual hair.
2. If adding two to the number three equals five then only select

“somewhat agree” and nothing else.
3. If adding two to the number six equals eight then only select

“neutral” and nothing else.
4. If you have been answering honestly thus far, please only

select “agree” and nothing else.
5. It is true that Hillary Clinton used to be the President of the

United States.
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Table 2 Prompt, Scaling, and Measurement Items for Cyberbullying Anonymity

Prompt: You indicated that you have used [social media] in the past year for cyberbullying. We would like to know your beliefs about using [social
media] for cyberbullying. When cyberbullying other people using [social media], which of the following best describes your opinions about [the social
media itself] in bullying others? “I believe that 0 0 0 ”

Scaling: 7-point Likert-type scale anchored on 1 = very strongly disagree 0 0 07 = very strongly agree.
(A-LI1) 0 0 0my personal identity won’t be provided.
(A-LI2) 0 0 0my cyberbullying is entirely secret.
(A-CS1) 0 0 0 the system(s) will not identify me without my permission.
(A-CS2) 0 0 0no names will be attached to the systems’ internal records unless that is what I want.
(A-DR1) 0 0 0 it is impossible to make me more accountable than others for cyberbullying.
(A-DR2) 0 0 0 it is impossible to blame me personally for any cyberbullying.
(A-PX1) 0 0 0others can’t physically see what I am doing on my computer screen (e.g., walk by and see what I’m writing).
(A-PX2) 0 0 0 I feel assured that no one can physically observe me in the act of cyberbullying (e.g., look over my shoulder when I’m typing).
(A-KO1) 0 0 0my behavior(s) do NOT have enough distinguishing characteristics that would allow other people to identify me as the originator of the

cyberbullying.
(A-KO2) 0 0 0 it is impossible to identify me as the origin of the cyberbullying based on my personal characteristics.

Notes. The cyberbullying anonymity measures were modified from social anonymity measures by Lowry et al. (2009). Social anonymity is a second-order
factor composed of the following reflective constructs: lack of identity (A-LI); confidence in the system (A-CS); diffused responsibility (A-DR); proximity
(A-PX); and knowledge of others (A-KO).

on measurement, with sources, controls, prompts, and
survey logic are in Online Appendix C.

To measure cyberbullying anonymity, we asked re-
spondents to answer questions with respect to the
social media platform they had most used for cyber-
bullying, the idea being that the level of anonymity
can vary across platforms and even within a particu-
lar platform depending on a person’s use patterns (see
Table 2 for details). To measure cyberbullying frequency,
we again asked them to answer with respect to the
platform they had most used for cyberbullying, and to
disclose the frequency (i.e., never, one time, monthly,
weekly, daily) with which they had engaged in each
of four behaviors: (1) post something hurtful, rude,
inappropriate, or mean that targets someone; (2) pub-
licly embarrass or prank someone with true informa-
tion or photos that are potentially harmful; (3) spread a
rumor or untrue information about someone; (4) send
threatening or harassing messages, or send messages
after someone told you to stop. To measure the SLT
variables, we again asked respondents to answer with
respect to the platform they had most used for cyber-
bullying. We also had them answer these questions
separately for each of the four cyberbullying behaviors,
the rationale being that a respondent’s perceptions
could vary across the different cyberbullying behav-
iors. For example, the perceived costs and benefits of
“posting something hurtful” could be different from
those for “sending threatening or harassing messages.”
The neutralizations used to justify “publicly embar-
rassing or pranking someone” could be different from
those for “spreading a rumor or untrue information.”

6. Analysis and Results
For model analysis, we used partial least squares (PLS)
regression using SmartPLS version 2.0 (Ringle et al.

2005). Because PLS is especially adept at the valida-
tion of mixed models of formative and reflective indi-
cators, it is more appropriate than covariance-based
structural equation modeling for preliminary model
building, and it is ideal for large models (Chin et al.
2003, Gefen et al. 2011, Lowry and Gaskin 2014).

We first conducted preanalysis and data validation
for four purposes: (1) to establish the factorial valid-
ity of the measures through convergent and discrimi-
nant validity, (2) to establish that multicollinearity was
not a problem for any of the measures, (3) to check
for common-method bias, and (4) to establish strong
reliabilities. Details are given in Online Appendix D.
Figure 3 shows the final results of all paths and con-
trols. The full details are available in Table D.5 in On-
line Appendix D.

We also used bootstrapping techniques to test for
mediation in our model (see Online Appendix D). We
confirmed that our model follows the core SSSL model
prediction, in which all social learning constructs act as
full mediators. We are the first to show the rich second-
order construct of cyberbullying anonymity as a direct
driver of cyberbullying that is fully mediated by social
learning constructs.

7. Discussion
7.1. Summary of Results
Most of our hypotheses were supported. The asso-
ciation between anonymity and NSI was significant
in the initial model but became insignificant when
hours per day on social media was added (H1 re-
jected). Anonymity was associated with decreased costs
(H2 supported), increased benefits (H3 supported),
increased neutralization (H4 supported), and decreased
situational morality (H5 supported). NSI was asso-
ciated with increased cyberbullying (H6 supported).
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Figure 3 Model Results with Controls and Exploratory Relationships 4n = 110035
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Costs were associated with decreased cyberbullying
(H7A supported), but benefits were not associated with
increased cyberbullying (H7B rejected). Neutralization
was associated with increased cyberbullying (H8A sup-
ported), and situational morality was associated with
decreased cyberbullying (H8B supported).

We also explored several traditional sociodemo-
graphic factors that have influenced social learning
constructs in more traditional criminal and deviance
research (Akers 2011). We also ran the same factors
as control variables against cyberbullying frequency,
including age, gender, education, employment sta-
tus, income, and hours per day on social media. We
were surprised by how few of these influenced any
of the social learning constructs or cyberbullying fre-
quency, although this is another indicator that the
social media community context is indeed unique:
social structural correlates of the physical world can-
not represent the social structure of one’s network
characteristics in social media. In terms of signifi-
cant structural correlates, being female was associated
with decreased cyberbullying benefits and increased
costs; hours per day on social media was associated
with increased cyberbullying NSI, increased benefits,
increased cyberbullying neutralization, and decreased
situational morality. There were no effects associated
with age, education, employment, or income. In terms
of the control variables, hours on social media was
associated with increased cyberbullying frequency.
Being female was associated with decreased cyberbul-
lying frequency, whereas age, education, income, and

employment status had no influence on cyberbullying
frequency. Again, this is interesting in an SLT context,
where such sociodemographics often matter.

7.2. Interpretation of Results and Contributions
Our study provides several key contributions to the
understanding of adult cyberbullying. First, we exam-
ined to what extent the SSSL model can account for
cyberbullying, and we also revised the SSSL model to
account for the unique social media community envi-
ronment that is fostered by perceived anonymity and
its associated causal mechanisms of disinhibition and
deindividuation. We show that few of the traditional
environmental criminological factors apply online and
that the social learning mechanisms are instead largely
driven by three factors: the richly conceptualized fac-
tor of perceived anonymity (i.e., lack of identification,
diffused responsibility, lack of proximity, knowledge of
others, and confidence in the system to function), hours
per day spent on social media, and gender. Hence, the
SMCBM is a compelling model to use to study cyber-
bullying, especially when social learning and environ-
mental influences are of utmost concern.

We are also among the first to examine more than
one specific cyberbullying behavior in either an SSSL
model or an SLT study, and we are the first to pro-
vide a social learning micro- and macroperspective on
cyberbullying. Examining four major sets of cyberbul-
lying behavior allowed for a more robust and gen-
eralizable test of the SMCBM. We employed a novel



Lowry et al.: Why Do Adults Engage in Cyberbullying on Social Media?
Information Systems Research 27(4), pp. 962–986, © 2016 INFORMS 979

survey-only design in which each unique cyberbul-
lying behavior was randomly ordered (to cancel out
any ordering effects), and the respondents provided
social learning responses to one specific form of cyber-
bullying at a given time. Although it made sense in
traditional SLT/SSSL studies to examine one behav-
ior because other behaviors are unrelated (e.g., larceny,
alcoholism, elder abuse, and shoplifting), we argue this
is not the case with cyberbullying because it involves
a lot of related but distinct behaviors. Thus, we believe
that providing a set of four commonly committed types
of cyberbullying provides a stronger, more realistic,
and more generalizable test of our SMCBM than if we
had chosen one form of cyberbullying (e.g., sending a
malicious message, saying something hurtful, passing
on a malicious rumor, or intentionally embarrassing
someone).

Moreover, to robustly test the SMCBM, we tested for
mediation using advanced bootstrapping techniques.
These results are detailed in Online Appendix D. We
thus are able to demonstrate that the influence of
cyberbullying anonymity on cyberbullying frequency
is fully mediated by the social learning constructs. This
further shows that the SMCBM model fits the under-
lying theoretical assumptions of the SSSL model; that
is, the social learning constructs are mediators, and the
causal ordering matters. This hopefully sets the foun-
dation for additional research that involves more direct
testing of causality and longitudinal effects.

Notably, unlike traditional SSSL models involving
criminology, there were no social learning effects asso-
ciated with age, education, employment, or income,
which are often associated with traditional crimes
(Akers 2011). We explain this difference by the contex-
tual differences between the physical world and the
unique context of social media. For example, in the
physical world, lack of employment and low income
may motivate some people to commit crimes to earn
money (Sutherland 1947). Moreover, the type of social
media platforms our respondents engaged in were
generally socially based and not associated with finan-
cial opportunities. Education might be able to prevent
crimes in the physical world by inculcating values that
favor social norms against crimes. Indeed, research
has argued that many of our moral values are estab-
lished through upbringing and education and evolve
over time (Hare 1981, Kohlberg 1981). Thus, it may
be that the inculcation of values against cyberbullying
through educational institutions has either not taken
hold of today’s adults or they have never received this
education.

However, we do find a strong social learning effect
with hours per day on social media—so much so that
when it was added to the baseline model, it predicted
NSI and anonymity dropped out. Our interpretation is
that from a social structure standpoint, the amount of

time spent on social media much more greatly influ-
ences whom one associates with who is committing
deviant behaviors than does anonymity. Time mat-
ters, because it shifts one’s social structure increas-
ingly from offline to online. Moreover, much abusive,
socially modeled behavior can be easily witnessed
without anonymity. However, further research on this
is needed because hours per day on social media was
a one-item measure. There also could be measurement
issues in differential association because our formative
measure mixed two different kinds of scaling (norms
and frequency).

We also found a strong gender effect that we did not
expect or predict. Females in our sample were signifi-
cantly less likely to commit cyberbullying than males.
Moreover, females perceived fewer benefits and more
costs of cyberbullying than did males. Hence, there
may be strong social learning differences in cyberbul-
lying behavior based on gender, including how costs
and benefits are interpreted. Some of this could likely
have to do with a key motivating factor of cyberbul-
lying: that of control and power imbalance between
the bully and the victim (e.g., Moore et al. 2012, Slonje
et al. 2013). These results may also relate to differences
in genders based on aggression. Although the stereo-
type is that men are more aggressive than women, the
reality is more complex. Older meta-analysis shows
that men tend to be more aggressive in terms of phys-
ical harm, but not in terms of social or psychological
harm (Eagly and Steffen 1986). Interestingly, the same
research does show that women are more likely to per-
ceive harm to the victim, guilt, anxiety, and danger
to oneself when envisioning performing an aggressive
behavior. These factors need further research in respect
to cyberbullying.

As noted earlier, although cyberbullying is acknowl-
edged as a serious issue with juveniles, it is also a
serious issue with adults (Nycyk 2015). However, prior
to this study, little was known about how to pre-
dict and discourage this behavior in adults or about
their actual cyberbullying patterns and social media
choices. As a new generation of social media users—
who grew up as digital natives and have routinely
practiced cyberbullying as a rite of passage—enters
the workforce, many are bringing these pernicious,
socially learned behaviors with them. Of concern is our
finding that our adult respondents use neutralization
to suspend normal, rational judgment when choos-
ing to engage in cyberbullying, because they likewise
decrease perceived costs, increase perceived benefits,
and suspend their offline moral inclinations. Worse, it
is the characteristics of social media itself (e.g., per-
ceived anonymity) combined with hours per day on
social media that create this toxic condition. The behav-
iors we report involve not only minor harassment and
rudeness but also harmful actions that can lead to
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reduced work productivity, social strain, psychological
trauma, criminal behavior, job loss, and lawsuits—as
in the Ralph Espinoza case.

Moreover, the role of social media providers as
enablers of cyberbullying requires further attention,
and our work in laying out the rich construct of per-
ceived anonymity is only a starting point. Certainly,
Facebook stands out as the chief adult cyberbully-
ing platform, but our results show that adults use
several other channels (e.g., Reddit, YouTube, Twitter,
Instagram, and Disqus). We show that certain social
media artifacts make cyberbullying easier, which helps
explain why corresponding physical behaviors (e.g.,
bullying and stalking) in adults are not as preva-
lent. Social media artifacts can inspire disinhibition
and deindividuation, which make adults feel more
comfortable performing deviant behaviors online than
offline, and social media providers are largely respon-
sible for the design of the IT artifacts and system con-
ditions that create disinhibition and deindividuation.
We assume that these conditions are especially wors-
ened by social media artifacts intentionally designed
for anonymity, such as allowing self-destructing mes-
sages, nonidentified users, multiple accounts at the
same IP address, easy access to “friends of friends,” not
monitoring access from known IP-masking services,
not requiring human moderators, and not having bots
that monitor behavior.

7.3. Limitations and Future Research Directions
Our study focuses on the “dark side” of social media
and thus lacks an emphasis on positive aspects that
prevent people from being involved in cyberbullying.
It is thus particularly important to better understand
what prevents Ralph Espinoza cases from happening
in the first place, such as positive conforming behav-
ior in the workplace. First, SLT suggests that associ-
ation with nondeviant peers can also lead people to
perform conforming behaviors against cyberbullying
(Akers 2011). In some real-world cases, role models
against workplace cyberbullying play an important
role in allowing colleagues to learn conforming rather
than deviant behavior (XpertHR 2012). Second, com-
panies can cultivate employees’ positive conforming
behavior and adopt measures to thwart and punish
cyberbullying. In some cases, employees must be fired
to protect the work environment. For example, a call-
center employee made offensive Facebook comments
about a colleague, and the employee was fairly dis-
missed even after appealing the case (XpertHR 2012).
In addition, the U.S. government has developed a one-
stop shop of tools at Stopbullying.gov that emphasizes
use of social networking features to prevent cyber-
bullying behaviors (Woda 2013). Thus, future research
should consider positive aspects of social media that
can help people leverage a positive social learning pro-
cess of antibullying behaviors and examine how IT

artifacts themselves can help prevent cyberbullying
behaviors.

The SMCBM is intended to maximize prediction
of adult cyberbullying frequency, as modified from
the SSSL model. Nonetheless, the SMCBM contains
more inferred causality than can be tested with cross-
sectional data, because it has been explained by fac-
tors such as the causal mechanisms of disinhibition
and deindividuation. As with a typical variance model,
causation can be inferred primarily from the theoretical
explanation, but little such causation can be demon-
strated on the basis of our form of testing, other than
through the mediation testing we conducted. Likewise,
the nature of our measurement design does not allow
for a distinction between initial and ongoing deviance.
Our model implicitly assumes that most of the par-
ticipants’ deviance is ongoing, such that they are not
new to cyberbullying. It would be particularly inter-
esting to study people who had just committed their
first and only act of cyberbullying to better understand
the imitation process, but this is especially challeng-
ing because of sampling constraints. Akers et al. (1979)
found that imitation was important in explaining one’s
very first act of deviance; after that, it had virtually no
predictive effect on ongoing deviance. For these rea-
sons, we did not include imitation in our model.

Consequently, other methodologies should be em-
ployed to further build this area of research; however,
this is easier said than done in social learning and SSSL
model research. For example, experimentation is prob-
ably the most problematic solution and has yet to find
much success in such studies. Researchers have previ-
ously found it difficult to obtain results by using short-
term experimentation in this context (Pratt et al. 2010).
We believe the reason for this is straightforward: Social
learning is a process that takes time, and it is thus
unrealistic to expect that an artificial manipulation will
cause immediate changes. Social learning is not one
event (unlike a fear appeal or other classic “interven-
tions”); it requires continuous observation/imitation
during a longer time period (Akers 2011). This is why
cross-sectional studies are preferred over experimenta-
tion in this literature: cross-sectional studies can at least
take snapshots of where a given person is at a given
point in time in the social learning process. Moreover,
our context is inherently social, involving interactions
with large numbers of people over time. How to emu-
late this in a realistic manner in a short-term experi-
ment has yet to be determined.

Because social learning is a process, longitudinal
studies of cyberbullying are more promising than one-
time experiments. In SLT/SSSL research, some longi-
tudinal studies have been conducted, but these are
especially challenging in deviance studies because it is
difficult to find participants willing to disclose poten-
tially criminal behavior over time (causing a stronger
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self-selection bias), and such studies are prone to high
dropout rates. Moreover, longitudinal studies are dif-
ficult to execute without full identification of the par-
ticipants because the researchers must ensure that the
right data are mapped to the right person. Such iden-
tification undermines anonymity, which then foster
responses that are prone to social desirability bias.
Another challenge of these studies is that the social
learning processes for cyberbullying may require years
of exposure. Nevertheless, this is an important future
direction for cyberbullying research.

Although we had a large number of respondents
from a diverse sociodemographic range, our study
cannot be assumed to be widely generalizable. First,
we allowed only U.S. respondents to ensure similar-
ity with respect to assumed laws and national cultural
mores. We expect that cyberbullying in countries with
heavy social and governmental monitoring and differ-
ent cultural norms would take on nuanced forms and
might have different foci in the social learning con-
structs. Cross-cultural IS research in other contexts has
been informative (e.g., Lowry et al. 2011, Posey et al.
2010); thus, testing the SMCBM in places such as China,
India, Indonesia, Russia, Egypt, Brazil, South Africa,
Nigeria, and Mexico would likely be informative.

It is also important to note that our study had a self-
selection bias, which is difficult to estimate. In our case,
the respondents were those who willingly and anony-
mously disclosed their cyberbullying behavior. Thus,
it is theoretically possible that those who remain silent
about their cyberbullying may experience other, more
influential factors of which we are not aware (e.g., a
greater sense of shame or more self-control). Further-
more, we cannot infer that these results transfer to
juveniles because of differences in moral development,
but we still believe that applying the SMCBM to them
would be a useful starting place because much of the
model will likely hold.

Again, we tested common sociodemographic factors
that have been used in SLT/SSSL deviance studies, and
most of these were insignificant. Going forward, other
explanations for cyberbullying should be explored and
added to the SMCBM. For example, a potential expla-
nation is one’s lack of self-control or propensity to
anger and under which conditions such predisposi-
tions lead to cyberbullying. Power is another example
of a promising area for further theorizing and research.
The physical power differential between the victim and
offender has recently been reported to be important in
traditional bullying but not in cyberbullying (Barlett
et al. 2016). However, there may still be kinds of power
or status effects that matter in cyberbullying.

Despite its social and technological importance,
adult cyberbullying is overlooked in research (Nycyk
2015) and is generally ignored in management prac-
tice, even though much cyberbullying occurs at work

or among coworkers (Baum et al. 2009). In fact, we
found no previous studies involving participants over
an average age of 25. As a result, adult cyberbully-
ing remains unstudied, even though it is a pressing
social problem and a dark side of the Internet (Nycyk
2015). We showed that the SMCBM works well to
explain adult behavior, and that it appears that key
factors such as situational morality, neutralization,
negative social influence, and costs/benefits must be
accounted for. However, given this useful baseline,
more research must be conducted to see just how ado-
lescents and adults differ, which will require future
SMCBM data collections and modifications for ado-
lescents. For example, research has shown that moral
decision making develops over time and can thus
differ between juveniles and adults (Kohlberg 1981).
Research has also shown that juveniles are more prone
to engage in risky behaviors and are more likely to
be pressured into such behaviors than adults because
adults can better estimate long-term consequences
than juveniles (Gardner and Steinberg 2005). Thus,
it may be that adults will have stronger situational
morality considerations, and juveniles may be more
affected by low self-control.

Another limitation is that for simplicity of model-
ing and measurement, we aggregated the four main
types of cyberbullying in our main model; that is, we
used an average of perceptions related to four related
but different behaviors to predict the average level of
those behaviors. To further address this concern, we
conducted a sensitivity analysis of running four sepa-
rate models for the four different behaviors (summa-
rized in Table D.8 in Online Appendix D). The results
across all four models were highly similar to our over-
all model, showing that the SMCBM holds well across
different behaviors. However, there are many other
specific forms of cyberbullying that require further
investigation for which we cannot claim our model to
hold and that may create more varied results, such as
sexting, breaking into another person’s computer for
revenge, sending unwanted porn to someone, defac-
ing a person’s social media site, and so on. Other more
advanced methodologies—such as multilevel model-
ing and hierarchical linear modeling—may also be
useful when dealing with such highly disparate cyber-
bullying behaviors.

Moreover, although benefits was supported in our
baseline model, it dropped out when the control vari-
ables and social media and structure factors were
added. Hence, we cannot conclude benefits should not
be included in the SMCBM; it just appears to be a
weaker factor than costs. We suspect this may have to
do with the nature of self-report in that costs of cyber-
bullying are likely easier to envision than benefits. For
example, it is likely easier to envision getting caught
than visualizing the benefits of power imbalance.
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Notably, we measured costs and benefits more gener-
ally, as is often the case in RCT applications to deviant
behaviors (e.g., Bulgurcu et al. 2010, Hu et al. 2011), so
that our adult respondents could best define what they
considered to be costs and benefits for themselves. This
assumption is particularly useful for social learning,
because costs and benefits are learned and not neces-
sarily entirely rational or predictable across all forms of
cyberbullying. Consequently, when people experience
positive consequences of cyberbullying, such experi-
ences reinforce their intention to cyberbully. Future
research could benefit from the examination of spe-
cific costs and benefits of adult cyberbullying, and how
these come about.

Finally, in concision, we focus on the five subcon-
structs of perceived anonymity that are the most likely
drivers of the causal mechanisms of disinhibition and
deindividuation in cyberbullying contexts. However, it
is worthwhile to investigate other social media design
considerations that may further drive or work in par-
allel with anonymity and to establish how they are

Table 3 Social Media Artifacts and Contextual Factors That Can Change Cyberbullying Anonymity

The five subconstructs of perceived cyberbullying anonymity

Social media artifact and contextual factors LI DR LP KO CS

Social media anonymity influencers that can be chosen in most social media systems
Interacting only with strangers + + + +

Interacting with real-world associations − − − −

Using a small social community with largely known people − − −

Using a large social community with largely unknown people + + +

Communicating untrue details or using inauthentic personas + + +

Using one’s true identity − − − −

Using pseudonyms + +

Using asynchronous features to “buy time” to plot responses + + + +

Using different accounts and identities for different activities and goals + + + +

Social media anonymity influencers that exist only in some social media systems
Using throwaway accounts + + +

Using avatars + + +

Disallowing the creation of more than one account from the same IP address − − − −

Interacting with real-time video conferencing − − − − −

Interacting with real-time instant messaging − − − −

Allowing users to easily report bad behavior or malicious comments − − −

Requiring background checks and authentication of identity before joining − − − − −

Using a social media system that is designed to conceal true identitiesa + + + + +

Sending self-destructing messages + + +

Allowing access to friends of friends + + +

Using a social media system that has automatic behavior-monitoring bots − − − −

Using a social media system that has human moderators or censors − − − −

Technical techniques that can be used with browsers or apps to increase cyberbullying anonymity
Using IP-masking software or VPN + + + +

Blocking third-party cookies + + +

Blocking location data + + + +

Using anonymous browser or do-not-track functions + + + +

Blocking plug-ins and JavaScript + +

Using encrypted connections + + + +

Using prepaid “burner” cell phones bought with cash + + + +

Bit-scrubbing and history-scrubbing software + + +

Note. LI, Lack of identification; DR, diffused responsibility; LP, lack of proximity; KO, lack of knowledge of others; CS, confidence in the system.
aExamples of social media systems designed to conceal identities include Whisper, Yik Yak, and After School.

different. This could include factors such as degree
of synchronicity, media richness, and perceptions of
monitoring. Moreover, future research should consider
actual social media artifacts that could blunt cyberbul-
lying, such as interfaces that are designed to increase
accountability, social presence, and personal identity.
Research should also account for the fact that peo-
ple are increasingly using technologies external to
social media (e.g., IP masking, virtual private networks
(VPNs), and bit bleachers) to increase the anonymity
of their social media interactions. In Table 3, we map
many of the various social media design choices and
technical factors that could have positive (+) and
negative (−) influences on the five major factors of
anonymity. At this point, these ideas are mostly specu-
lative and need more theoretical development because
little literature exists to support these relationships.
Vance et al. (2015) showed a novel way that high vol-
umes of IT artifact designs can be tested in a behavior
security setting. We believe such an approach could be
extended to study social media IT artifacts involved
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with cyberbullying. This alone provides an agenda for
future cyberbullying artifact research and further illus-
trates the uniqueness of the social media context.

8. Conclusion
Whereas most cyberbullying research focuses on ex-
ploratory studies of juveniles or college students,
ours is the first to focus on adult cyberbullies. Using
engaged scholarship, we propose the SMCBM to inte-
grate the inconsistent knowledge of drivers of cyber-
bullying with a recontextualization of the SSSL model
that includes the social media artifact of perceived
anonymity as a key social structure driver of cyber-
bullying. The SMCBM was largely supported, imply-
ing that the social media artifact of anonymity, along
with hours of social media use per day, helps to drive
the social learning process and that this process is
largely responsible for adult cyberbullying. We thus
offer the SMCBM as a comprehensive model—the
first to include micro and macro components of social
learning—for further research on adult cyberbullying
and as a potential theoretical starting point for research
on juvenile cyberbullying.
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