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ABsTRACT: Despite the need to better understand how customers of software-as-a-
service (SaaS) solutions perceive the quality of these software services and how these
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perceptions influence SaaS adoption and use, there is no extant measure that compre-
hensively captures service quality evaluations in SaaS. Based on previous SERVQUAL
and SaaS literature, field interviews and focus groups, a card-sorting exercise, and two
surveys of SaaS using companies, we develop, refine, and test SaaS-Qual, a zones-
of-tolerance (ZOT)-based service quality measurement instrument specifically for
SaaS solutions. Besides validating already established service quality dimensions
(i.e., rapport, responsiveness, reliability, and features), we identify two new factors
(i.e., security and flexibility) that are essential for the evaluation of service quality of
SaaS solutions. SaaS-Qual demonstrates strong psychometric properties and shows
high nomological validity within a framework that predicts the continued use of SaaS
solutions by existing customers. In addition to developing a validated instrument that
provides a fine-grained measurement of SaaS service quality, we also enrich exist-
ing research models on information systems continuance. Moreover, the SaaS-Qual
instrument can be used as a diagnostic tool by SaaS providers and users alike to spot
strengths and weaknesses in the service delivery of SaaS solutions.

KEY WORDs AND PHRASES: IS continuance, SaaS-Qual, service quality, SERVQUAL,
software-as-a-service, zones of tolerance.

SOFTWARE-AS-A-SERVICE (SaaS), which describes software applications delivered as a
service over the Internet [2, 23], is quickly becoming an important model of software
delivery for companies of all sizes and in all industries [83, 84]. For software users,
SaasS is said to provide numerous benefits, including IT cost reductions, operational
elasticity, faster upgrade cycles, and ease of implementation [2]. For software pro-
viders, SaaS is an increasingly significant channel for selling software services and
challenges conventional business models of software firms. Worldwide software
revenues for SaaS delivery are forecast to grow by 19.4 percent overall from 2008 to
2013, which is more than triple the total market compound annual growth rate of 5.2
percent [58]. This is especially true in those application markets where low levels of
system customization are required (e.g., office suites, collaboration) [68].

However, in order for SaaS to grow beyond its initial diffusion stage, it must be per-
ceived by its costumers as an effective and efficient alternative to traditional software
models. This means that service quality issues are pivotal to its continued success.
Recent reports have shown instances where the provision of SaaS offerings has missed
customers’ service quality expectations, and as SaaS becomes more prevalent, such
instances are increasing [91]. Arecent Gartner study of 333 organizations based in the
United States and the United Kingdom [72] has illustrated that the top three reasons
why organizations discontinue SaaS are unfulfilled technical requirements, security
issues, and low-quality customer support. The failure to fulfill customers’ expectations
regarding service quality, such as application availability or vendor responsiveness, may
thus have critical consequences not only for the customers but also for the vendors.

The emergence and advancement of SaaS services and the increasing pervasiveness of
the cloud infrastructure that underlies SaaS services have introduced new requirements
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toward software service quality [2]. For example, in a software usage environment
such as SaaS that is heavily dependent on the Internet infrastructure, data security and
service availability become increasingly important [56]. The amount of flexibility af-
forded by the SaaS service is also a significant concern for SaaS customers. Since they
do not have to own and maintain the infrastructure necessary to run the software and
they pay for SaaS services using very flexible payment models (e.g., subscription or
pay-as-you-go models), they can switch SaaS vendors more easily, leading to relatively
higher bargaining power for SaaS customers compared to other software models [19,
60]. All these factors present unique challenges to SaaS vendors who must satisfy their
customers’ requirements for service to keep churn rates at low levels.

If SaaS is to be accepted and continuously used by its costumers, SaaS vendors need
to shift their focus to all relevant aspects of service quality management—that is, all
cues and events that occur before, during, and after the delivery of software services.
To deliver superior service quality, managers of companies with SaaS offerings must
therefore understand how costumers perceive and evaluate SaaS-based services. In
this way, they will know in which area to allocate investments to improve their ser-
vice quality and to increase continued SaaS usage. In order to achieve that goal, it is
imperative that they have at their disposal a standardized but complete measurement
instrument for assessing SaaS service quality perceptions by their customers.

In this paper, we first explain why existing service quality instruments are insufficient
for measuring SaaS service quality. We then describe a study where we develop, refine,
test, and validate a service quality measure specifically for SaaS products, which we
call “SaaS-Qual.” In developing this instrument, our study provides several contribu-
tions. First, we answer the call made in a recent article by Bardhan et al. [6] for more
experimental and behavioral approaches in service science research, specifically to
answer questions on customer experience, such as the following:

How does the nature of customer contacts change as firms move to more “high-
touch” experiential customer service environments? What are the linkages
between customer service design and outcomes related to emotional responses,
such as customer satisfaction? [6, p. 36]

Second, we continue in the long tradition of service quality research by developing,
refining, and testing a service quality instrument (SaaS-Qual) for a specific context
(SaaS). As we discuss throughout this paper, although there are already several in-
struments on service quality in information systems (IS) research, they have mainly
focused on service quality assessments in the offline/physical world, such as IS-adapted
SERVQUAL [46, 47], or in the business-to-consumer (B2C) e-commerce context, such
as E-S-Qual [65] and Web-Qual [54]. Service quality instruments that have addressed
software services provided through the Internet, such as ASP-Qual [55, 79], do not
fully capture the new issues that arise in a software usage environment that is heavily
dependent on an increasingly pervasive cloud infrastructure.

Third, we enhance the existing literature on continued IS usage by providing a
detailed conceptualization of the notion of service quality in the context of SaaS.
Although previous models on continued IS usage have examined the influence of
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software service quality confirmation on satisfaction and of continued IS usage inten-
tions [9, 52, 53], they used rather abstract notions of service quality, which is highly
desirable for theory-building purposes. Within the context of SaaS and in order to offer
more diagnostic and thus prescriptive advice, we provide a more in-depth conceptu-
alization of SaaS service quality, which offers more insights into where the strengths
and weaknesses of SaaS services are that may explain dissatisfaction and possible
discontinuance of SaaS usage.

The remainder of this paper is organized as follows. In the next section, we develop
the theoretical basis for this work, drawing on prior service quality research in the IS,
e-commerce, and marketing literature, and we explain why a service quality measure-
ment instrument that is specific to SaaS is needed. We then discuss the development
and construct validity testing of the SaaS-Qual instrument. We end with a discussion
of results, highlighting their implications for both research and practice and pointing
out limitations and promising areas for future research.

Theoretical Background

Service Quality Research

EXTENSIVE RESEARCH ON TRADITIONAL (NON-INTERNET) SERVICE QUALITY has been conducted
during the past 25 years. Early scholarly writings suggested that service quality stems
from a comparison of what customers feel a company should offer (i.e., their expecta-
tions) with the company’s actual service performance [51, 62]. Using insights from
these studies as a starting point, Parasuraman et al. [61] conducted empirical studies
in several industry sectors to develop and refine SERVQUAL, a multiple-item instru-
ment to quantify customers’ global assessment of a company’s service quality. He
defined service quality as the conformance to customer requirements in the delivery
of a service [63]. It is a perceived judgment that results from comparing customer
expectations with the level of service that customers perceive to have received [62].

The original SERVQUAL instrument [62, 63] identified five service quality
dimensions:

1. Tangibles: This dimension deals with the physical environment. It relates to
customer assessments of the facilities, equipment, and appearance of those
providing the service.

2. Reliability: This dimension deals with customer perceptions that the service
provider is providing the promised service in a reliable and dependable manner,
and is doing so on time.

3. Responsiveness: This dimension deals with customer perceptions about the
willingness of the service provider to help the customers and not shrug off
their requests for assistance.

4. Assurance: This dimension deals with customer perceptions that the service
provider’s behavior instills confidence in them through the provider’s courtesy
and ability.
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5. Empathy: This dimension deals with customer perceptions that the service
provider is giving them individualized attention and has their best interests at
heart.

The service quality literature and the SERVQUAL scale have been adapted to the
IS context through several studies investigating the service quality of IS functions and
departments from the perspective of users or IS professionals [34, 42, 46, 90]. Research-
ers and practitioners have emphasized SERVQUAL'’s diagnostic power and thus its
practical relevance for management decisions [42, 46, 70, 90]. However, a source of
concern has been SERVQUAL’s reliance on gap scores that are derived by calculat-
ing the difference between IS users’ perceived levels of service and their expectations
for service. As a response to this, Kettinger and Lee [46, 47] tested and validated an
alternative instrument adapted from marketing referred to as the “zones of tolerance”
(ZOT) service quality measure [64]. This new instrument recommended using two
different comparison norms for service quality assessment: desired service (the level
of service a customer believes can and should be delivered) and adequate (minimum)
service (the level of service the customer considers acceptable). Separating these two
levels is a ZOT that represents the range of service performance a customer would
consider satisfactory. In other words, customer service expectations are characterized
by a range of levels (i.e., between desired and adequate service), rather than a single
point (i.e., expected service). In this conceptualization, meeting or missing the ZOT
thus represents a positive or negative service quality assessment.

Through the emergence of the Internet and electronic channels, several adaptations
to the IS SERVQUAL measurement instrument have been proposed in order to address
the apparent differences between the evaluative processes for offline and online service
quality. In general, researchers found that studying online service quality requires
scale development that extends beyond merely adapting offline scales. Gefen [33],
for example, extended the SERVQUAL conceptualization to the electronic context
and found that the five service quality dimensions collapse to three for online service
quality: (1) tangibles; (2) a combined dimension of responsiveness, reliability, and
assurance; and (3) empathy. On the basis of a comprehensive review and synthesis
of the extant literature on online service quality, Parasuraman et al. [65] detailed four
broad sets of criteria as relevant to electronic service quality perceptions: (1) efficiency,
(2) system availability, (3) fulfillment, and (4) privacy. Later, Swaid and Wigand [85]
developed a scale for measuring service quality for online retailers that resulted in
six dimensions, only some of which overlapped with previous online service quality
measures.

In addition, drawing on previous research in IS SERVQUAL and the online service
quality literature, a few IS researchers have transferred and adapted the findings to the
application service provider (ASP) context where software applications are not installed
on the client’s in-house servers, but delivered over a network. In an exploratory study,
Ma et al. [55] developed a ZOT-based ASP-Qual scale capturing the specifics of this
software business model. The study found that service quality in the realm of ASP
comprises seven factors, including features, availability, reliability, assurance, empathy,
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conformance, and security. Also, Sigala [79] developed an ASP service quality model
for companies evaluating their ASP-hosted online Web stores. Her analysis suggested
amultifactor scale, including tangibles, reliability, responsiveness, assurance, empathy,
trust, business understanding, benefit and risk share, conflict, and commitment.

Although several facets from these previous studies can be transferred and adapted
to the SaaS context, some factors that are important for SaaS service quality are not
addressed. For example, issues of flexibility and security, which are at the core of
SaaS services [56, 60, 73], are insufficiently covered in previous studies. In addition,
the ASP service quality scales developed by Ma et al. [55] and Sigala [79], which are
closest to SaaS from a conceptual point of view, have not been adequately validated
with a confirmatory factor analysis and a nomological validity test. Table 1 presents
a detailed comparison of all the existing studies of adaptations of IS SERVQUAL,
including more details on the extent to which each prior measure would be suitable
or not for measuring SaaS service quality.

A Comparison of SaaS and ASP

Although the SaaS and ASP models of software delivery share some similarities, they
also have significant differences that result in the need for a service quality measure
that is specific to SaaS (refer to Table 2 for an in-depth analysis of the differences
between SaaS and ASP). In general, contrary to the ASP single-tenant architecture,
SaaS uses a multi-tenant architecture, where only a single instance of the common
code and data definitions for a given application exists on the vendor’s server, and no
customization of this code is permitted [2, 94]. Customer-specific configuration can
be made only at the meta-data layer on top of the common code using an interface
provided by the SaaS vendor. The service can be integrated with other applications, or
it can connect with more custom functions through common Web services application
programming interfaces (APIs) that are defined and maintained by SaaS vendors [94].
This new architecture has important implications for SaaS customers’ service quality
perceptions, which can differ from those of ASP customers, therefore rendering ASP-
specific measures of service quality insufficient:

 First, software applications and IT infrastructure (i.e., servers, storage, and
bandwidth) are shared across customers in the SaaS model, contrary to the clas-
sical ASP model, where they are dedicated to each single customer. As a result,
there are different client expectations regarding system performance, availability,
and security aspects. For example, higher network bandwidth and processing
power in the SaaS model has increased customer expectations of reliability and
responsiveness as compared to the ASP model.

e Second, the SaaS model constrains client options for customization of the main
functionality and data structures of the software. In the ASP model, on the other
hand, due to its single-tenant nature, customers can have higher expectations
regarding customized services.

 Third, the SaaS model gives more control over future development to the vendor,
as clients have no choice but to adopt future upgrades of software if they continue
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using the service. This may result in increased demands on the vendors for reliable
and frequent upgrades, as opposed to the ASP model where the customers may
bear some of that responsibility themselves. In a similar vein, the architecture of
SaaS allows for the separation of maintenance responsibilities between the SaaS
vendor and the client. In particular, the SaaS vendor is responsible for maintain-
ing the common code base that delivers the standard application services to all
customers, while customers are responsible for maintaining their customized
interface [94]. Thus, this model no longer requires any client-specific investment
by the vendor and helps vendors to reap significant economies of scale. They
can share one application cost effectively across hundreds of companies, which
is a vast improvement on the old ASP model [60].

In sum, SaaS proponents claim that SaaS allows providers to offer customers tech-
nologically more mature and more “modularized” service packages than the ASP
model and, from a total-cost-of-ownership point of view, a more inexpensive access
to applications via easy-to-use Web browsers [89]. But SaaS skeptics point out that
the limited customization possibilities of SaaS applications and potential traffic bottle-
necks due to sharing IT infrastructure across many customers may hamper service
quality dimensions [8]. Given that SaaS presents unique service quality challenges for
vendors and therefore unique service quality expectations for their clients, we believe
it is necessary to develop a measurement instrument to capture the specific facets of
service quality in SaaS.

Developing the SaaS-Qual Instrument

IN ADHERENCE TO ESTABLISHED SCALE DEVELOPMENT GUIDELINES [20, 27, 37] and key
components of validity (i.e., content, face, discriminant, convergent, nomological,
and prescriptive validity) [5, 82], we used a systematic three-step process, involving
a variety of methods to develop, refine, and validate the measurement of SaaS service
quality (SaaS-Qual). As shown in Figure 1, the three steps were (1) conceptual devel-
opment and initial item pool generation, (2) conceptual refinement, item modification,
and pilot study, (3) main study and validity testing. Table 3 shows the major roles
and results of research participants in developing the SaaS-Qual measure throughout
the three stages.

Step 1: Conceptual Development and Initial Item Pool Generation

The first step of the process involved the development of a beginning set of factors for
SaaS-Qual along with a pool of measurement items for those factors. This was accom-
plished with a two-pronged approach. First, we performed a comprehensive review of
prior studies in the IS, e-commerce, and marketing literature. Practitioner-oriented and
popular press publications were also examined to ensure that no factor was overlooked
because of the newness of the SaaS model. A number of factors and measurement items
from prior studies were included without changes, whereas others were adapted from
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Step 1 Step 2 Step 3
Conceptual Conceptual
development and refinement, item Main study and
initial item pool modification and validity testing
generation pilot study
1.1 Literature review 2.1 Focus groups 3.1 Survey data collection
« Existing SaaS + Nominal group + Randomsample of 172 1S
e} - A ) ; ‘
@ literature/frameworks techniques (ranking managers in Saa$S, using
§ - Existing SERVQUAL and screening of items) firms from various industries
o scalesin IS, 2.2 Card sorting exercise 3.2 Confirmatory factor analysis
E e-commerce, * Qualitative assessment « Assessment of reliability,
Q. marketing of construct validity convergent and discriminant
3 1.2 Field interviews 2.3 Pilot survey validity
= « Validate content of = Collect pilot/pretest 3.3 Test of nomological validity
-E SaaS-Qual factors data from 111 « Test relationships between
2 + Screen out redundant IS managers randomly SaaS-Qual and perceived
and inapplicable items drawn from various usefulness/satisfaction
* Generate new and industries (IS continuance model)
adapt or complement « Exploratory factor 3.4 Test of prescriptive validity of
existing items analysis SaaS-Qual scale
@ => Initial item pool => Item pool reduced from > Reliability, convergent/
= with 89 items generated 89 to 42 items discriminant validity of
2 => Factor structure of 6 SaaS SaaS-Qual scale validated
& service quality constructs => Predictive ability validated in
established the nomological network of

IS continuance
=> “Proof of concept” for SaaS-
Qual scale provided

Figure 1. Overview of the Scale Refinement Process

previous service quality scales (i.e., ZOT-based IS-SERVQUAL [47], E-S-Qual [65],
Quality of E-Service [85], and ASP-Qual [55, 79]).

The second part of our approach involved in-depth field interviews with relevant
experts. Ten interviews were conducted with account managers of SaaS providers
who had, on average, more than 12 years of work experience and had experience with
SaaS-based applications, on average, for more than 5 years. Since account managers of
SaaS providers are concerned with what their SaaS customers want and have developed
criteria based on these desires, this group of experts seemed appropriate for captur-
ing all relevant content aspects of SaaS service quality. The specific goal of the field
interviews was to validate the beginning set of the SaaS-Qual factors, to screen out
redundant or inadequate items and produce new ones in order to ensure completeness
(i.e., that no key factors were overlooked) and content validity of the scales.

As a result of the field interviews, the factors Assurance and Empathy merged into
one factor that we called Rapport, similar to Kettinger and Lee [47]. Reliability and
Responsiveness were validated as two separate factors. Similar to Ma et al. [55], Tan-
gibles was renamed Features. In other words, the importance of the four established
service quality factors (i.e., Rapport, Responsiveness, Features, and Reliability) in the
SaaS context was confirmed. In addition, the IS managers we interviewed consistently
emphasized the relevance of two additional distinct factors for a complete SaaS-Qual
measurement instrument, namely Flexibility and Security, which we added to the other
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Table 4. Conceptual Definitions of the Six SaaS-Qual Factors

Factor Conceptual definition

Rapport Includes all aspects of an SaaS provider’s ability to provide
knowledgeable, caring, and courteous support (e.g., joint problem
solving or aligned working styles) as well as individualized
attention (e.g., support tailored to individual needs).

Responsiveness Consists of all aspects of an SaaS provider’s ability to ensure that
the availability and performance of the SaaS-delivered application
(e.g., through professional disaster recovery planning or load
balancing) as well as the responsiveness of support staff (e.g.,
24-7 hotline support availability) is guaranteed.

Reliability Comprises all features of an SaaS vendor’s ability to perform the
promised services timely, dependably, and accurately (e.g.,
providing services at the promised time, provision of error-free
services).

Flexibility Covers the degrees of freedom customers have to change
contractual (e.g., cancellation period, payment model) or
functional/technical (e.g., scalability, interoperability, or modularity
of the application) aspects in the relationship with an SaaS
vendor.

Features Refers to the degree the key functionalities (e.g., data extraction,
reporting, or configuration features) and design features (e.qg.,
user interface) of an SaaS application meet the business
requirements of a customer.

Security Includes all aspects to ensure that regular (preventive) measures
(e.g., regular security audits, usage of encryption, or antivirus
technology) are taken to avoid unintentional data breaches or
corruptions (e.g., through loss, theft, or intrusions).

four factors. Furthermore, we dropped several items due to redundancy (e.g., Respon-
siveness or Reliability items of different previous scales were consolidated) and due to
the inappropriateness of some items for the SaaS context (e.g., items referring to the
delivery of physical products which is important in the e-commerce context but not
in SaaS). Based on the feedback of the interviewees, new items were also developed
(e.g., new Security, Flexibility, and Features items were generated to fully cover the
content of SaaS service quality) based on guidelines from scale development litera-
ture [37]. This process led to our initial set of six factors (see the conceptual definitions
in Table 4) with an initial measurement item pool of 89 items (our initial list of 89
items is omitted here for brevity but can be obtained from the authors).

Step 2: Conceptual Refinement, Item Modification, and Pilot Study

The six SaaS-Qual factors and the initial pool of 89 measures that resulted from Step 1
were then refined and modified through a focus group discussion, a card-sorting pro-
cedure, and a pilot study.
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Focus Group Discussion

For the focus group discussion, we followed an approach similar to the one used
by Davis [24]. Twenty-five participants were invited, including 14 IS managers of
SaaS-using companies having, on average, more than 4 years of experience with
SaaS implementations, and 11 IS researchers with special expertise on IT services
management and research. The specific goals of the focus group discussion were to
(1) let participants independently rank the 89 items on how close they were in meaning
with that of the underlying SaaS-Qual factors using nominal group techniques [80];
(2) eliminate redundant, inapplicable, or low-ranked items; (3) reword items to improve
clarity (i.e., face validity); and (4) obtain feedback on the length, format, and clarity
of the instructions and initial questionnaire draft. On the basis of insights from the
focus group discussion, we reduced the initial set of 89 items to 63 by screening out
redundant, inapplicable, and low-ranked items and reworded them to improve their
face validity. We then included the 63 items in a card-sorting exercise.

Card-Sorting Exercise

To support construct validity and to evaluate how well the 63 items tapped the six
SaaS-Qual factors, we conducted a card-sorting exercise with the assistance of six
judges [37, 59]. These judges included 3 IS managers and 3 IS researchers (4 male,
average age = 43, average of 4.5 years of experience with SaaS). Each judge was
presented with the 6 SaaS-Qual factors, the definitions for each factor, and a randomly
sorted list of the 63 items printed on 3- X 5-inch index cards. The judges were instructed
to individually assign each item to 1 of the 6 factors or to an “ambiguous” category if
they were unsure of the best placement. After completing the sorting procedure, they
explained why they sorted cards (if any) into the “ambiguous” category. We observed
that all six judges had difficulties with several specific items either because they were
ambiguous or confusing. For example, the judges felt that the item “The company
providing SaaS services is reputable” was ambiguous because it tapped several other
factors of the SaaS-Qual framework, or the item “The SaaS service provider helps
customers set proper expectations’” seemed to be too broad to clearly fit into any of the
six SaaS-Qual factors. We thus eliminated 13 items that at least 4 out of the 6 judges
marked as ambiguous or confusing, ending with 50 items. The card-sorting exercise
resulted in an average “hit ratio” of 85 percent across the 6 SaaS-Qual factors, and
an average kappa [21] of 0.83, both good indications of construct validity.! The 50
items are shown in Table 5.

Pilot Study

To further validate the relevance, coverage, and clarity of the measurement items,
we conducted a pilot survey study. We designed a questionnaire including the
50 items that resulted from the card-sorting exercise, which we sent to a random
sample of 1,000 German-based companies. The companies were drawn from the
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Hoppenstedt firm database (Bisnode Business Information Group), which is one of
the largest commercial business data providers in Germany. The database contains
over 300,000 profiles of German companies, their branches, and the major industrial
associations in Germany. To support the external validity of our study, we did not
constrain the sample to specific industries or to firms of a specific organizational
size. The survey questionnaire was mailed to the highest-ranking IS manager in each
firm (e.g., chief information officer [CIO], vice president in charge of IS), along
with a letter outlining the purpose of the research, soliciting their participation in the
survey, and a postage-paid return envelope for mailing back completed responses.
To reduce self-reporting bias, each participant was given the opportunity to receive
a report regarding how his or her firm position compares to firms of similar size
and in similar industries.

After 41 responses were dropped due to missing data, a total of 111 usable responses
were deemed usable for our analysis. To assess potential threats of nonresponse
bias for the sample, the respondent and nonrespondent firms were compared with
respect to sales, industry, and the number of employees. No significant differences
were found at the 0.05 level.

As a preliminary check of data quality, skewness and kurtosis scores for each
item were analyzed. All of these scores were within the —2 to +2 range (skewness:
—1.821 to 1.363; kurtosis: —0.841 to 1.434), suggesting no serious deviations from
the normality assumption [35]. Furthermore, we screened the data set for outliers
using Cook’s D and standardized residuals but did not detect any outlier cases [10].
Using the data from this initial pilot study, we conducted an exploratory factor
analysis with SPSS 17.0, using principal components analysis with oblique (i.e.,
direct oblimin) rotation. We then went through a series of iterations, each involving
elimination of items with low loadings on all factors or high cross-loadings on two
or more factors, followed by factor analysis of the remaining items. This iterative
process resulted in the final SaaS-Qual instrument, consisting of 42 items that tapped
into the 6 SaaS-Qual factors (see Table 6). Using this final 42-item instrument, we
tested the unidimensionality/convergent validity as well as the composite reliability
of the six SaaS-Qual factors using LISREL version 8.8 [11, 43].

Unidimensionality and convergent validity require that one single latent variable
underlies a set of measures [1]. To test unidimensionality and convergent valid-
ity, we generated six first-order models with each corresponding to one of the six
factors of SaaS-Qual. The results shown in Table 7 suggest that all six SaaS-Qual
factors demonstrated adequate levels of model fit. Overall, the results indicate that
the measures of each of the six SaaS-Qual factors satisfy the unidimensionality and
convergent validity requirements. The composite reliability (p ), which represents
the proportion of measure variance attributable to the underlying latent variable, was
calculated to assess the reliability of the measure [92]. Values of p_ in excess of 0.50
indicate that the variance captured by the measures is greater than that captured by
error components [3]. All of the six SaaS-Qual factors had p, values between 0.87
and 0.93, thus suggesting satisfactory levels of reliability.
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Step 3: Main Study and Validity Testing

In order to gather sufficient evidence of convergent, discriminant validity and predic-
tive ability (nomological validity) of the proposed scale, we conducted a main study,
using a confirmatory survey of IS managers in SaaS-using firms.

Survey Data Collection

For the purposes of testing the validity of the 42-item SaaS-Qual, including its nomo-
logical validity, we developed a new questionnaire that included the 42 items as well
as scales measuring the other constructs (i.e., satisfaction, perceived usefulness, and
SaaS continuance intention; see Table 8) included in the nomological network, which
will be discussed later in the paper. We sent this questionnaire to a random sample
of 2,000 companies, different from the sample of 1,000 companies used in the scale
refinement step but drawn from the same Hoppenstedt firm database. After sorting
out 73 responses due to missing data, we received 172 usable responses, resulting
in a response rate of 8.6 percent. As in the first survey, we introduced this second
questionnaire with a clear definition of SaaS services (in contrast to traditional IT
outsourcing and ASP) and indicated that the survey should be filled out by the most
senior IS manager having a good overview of the organization’s perception of SaaS
service quality. Moreover, to increase the content validity of the responses and avoid
social desirability bias, we also asked the respondents to fill out the questionnaire
regarding one specific SaaS application type (e.g., enterprise resource planning or
customer relationship management) that they were using or were familiar with, and
not a typical or very successful one [66, 77]. Similar to the first survey, we compared
the respondent and nonrespondent firms with respect to sales, industry, and the number
of employees. We found no significant differences (p > 0.05).

More than 40 percent of the firms in the research sample had had SaaS in use
for more than 3 years. Almost half the firms (46.5 percent) had been using SaaS
between | and 3 years, and only 13.4 percent reported using SaaS less than a
year. The research sample included firms with the following industry breakdown:
manufacturing (29.07 percent), wholesale/retail trade (25.00 percent), financial in-
termediation (15.12 percent), TIME (telecommunication, information technology,
media, entertainment) industries (11.05 percent), construction and real estate (8.72
percent), logistics (5.23 percent), public health care (4.07 percent), and electricity/
gas/water supply (1.74 percent).

The main study (as well as the pilot study) utilized a “key informants” methodology
for data collection, where targeted respondents assume the role of a key informant
and provide information on a particular unit of analysis by reporting on group or
organizational properties [78]. However, if a respondent lacks appropriate knowl-
edge, results can be confounding and may lead to erroneous conclusions. Therefore,
within the context of this study, it was important not only to identify organizations
that actively used SaaS applications but also to identify respondents within those
organizations who were intimately involved with, and most knowledgeable about,
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Table 8. Items for Other Scales in Main Study

Constructs Indicators

SaaS SCI1 We intend to continue using the SaaS-based software delivery
continuance model rather than discontinue its use.

intention SCI2  Our intentions are to continue using the SaaS-based software
(SCI) [9] delivery model than use any alternative means (e.g., on-

premise solutions).
SCI3  If I could, | would like to discontinue the use of the SaaS-based
software delivery model (reverse coded).

Satisfaction How do you feel about your overall experience of using the SaaS-
(S) [9] based software delivery model?

S1 Very dissatisfied/very satisfied.

S2 Very displeased/very pleased.

S3 Very frustrated/very contented.

S4 Absolutely terrible/absolutely delighted.
Perceived PU1 Using the SaaS-based software delivery model (compared
usefulness to other ones) improves our performance in managing our
(PU) [25] functions/processes.

PU2 Using the SaaS-based software delivery model (compared
to other ones) increases our productivity in managing our
functions/processes.

PU3 Using the SaaS-based software delivery model (compared
to other ones) enhances our effectiveness in managing our
functions/processes.

PU4 Overall, the SaaS-based software delivery model (compared to
other ones) is useful in supporting our functions/processes.

SaaS usage. Demographic information about the respondents showed that about 47.1
percent were senior IT executives and 39.5 percent were information technology (IT)
managers. Although some preliminary steps were taken to ensure appropriate selection
of key informants, a formal check was administered as part of the questionnaire [50].
Specifically, two items were used to assess an informant’s length and frequency of
SaaS usage. The mean score for the length of SaaS usage was 24.42 months and for
the frequency of SaaS usage 20.56 times a month, indicating that respondents were
appropriate. Respondents from larger companies and from companies with a higher
number of years since organizational SaaS rollout had used SaaS significantly longer
and more often in the past (p < 0.05). Further, IT (middle) managers had used SaaS
significantly longer and more often than IT and business executives (p < 0.05). Further
sample characteristics are shown in Table 9.

Because the data were obtained from one key respondent from every organization,
we conducted Harman’s one-factor test to ensure there was no significant presence
of common method bias [71]. We performed an exploratory factor analysis on all the
variables, but no single factor was observed and no single factor accounted for a major-
ity of the covariance in the variables (i.e., the most covariance explained by one factor
is 16.03 percent), indicating that common method biases are not a likely contaminant
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Table 9. Sample Descriptives for Main Study (N = 172)

Category Percent
Number of employees

<49 30.2

50-500 39.5

> 500 30.2
Annual sales (millions of euros)

<5 28.5

5-50 34.3

> 50 37.2
Number of years since SaaS rollout

<1 13.4

1-3 46.5

3-5 32.6

>5 7.6
Respondent title

IT executives (chief information officer/chief 471

technology officer/vice president of IS/IT)
Business executives (chief executive officer, chief 9.9
financial officer, and chief operating officer)

IT (middle) managers 39.5

Business managers and users 3.5
Length of SaaS usage of respondent

< 3 months 6.3

3 to less than 6 months 7.7

6 to less than 12 months 17.6

12 months or more 68.4
Frequency of SaaS usage of respondent

4 or less times a month 5.7

5 to 8 times a month 15.3

9 to 12 times a month 33.9

13 or more times a month 451

of our results. Furthermore, a correlational marker technique was used, in which the
highest variable from the factor analysis was entered as an additional independent
variable [74]. This variable did not create a significant change in the variance explained
in the dependent variables. Both tests suggest that common method bias does not
significantly impact our analyses and results. The data was thus deemed suitable for
testing the SaaS-Qual instrument and its validity in a nomological network.

Convergent and Discriminant Validity Tests

Convergent and discriminant validity and scale unidimensionality of the scales used
in the main study were assessed via confirmatory analysis using SmartPLS 2.0 [75].
The choice was motivated by several considerations. Partial least squares (PLS) can
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be used to estimate models that use both reflective and formative indicators, allows
for modeling latent constructs under conditions of nonnormality (which was not the
case in the main study, as all skewness and kurtosis estimates ranged within the -2 to
+2 range and no outliers were detected), and is appropriate for complex models that
include many variables/indicators and relationships despite low to medium sample
size [16].2 We assessed the psychometric properties of the SaaS-Qual measurement
models, presented in Table 10, by examining individual item loadings, internal con-
sistency, convergent validity, and discriminant validity.

Convergent validity was evaluated for the six constructs using three criteria recom-
mended by Fornell and Larcker [32]: (1) all measurement factor loadings must be
significant and above the threshold value of 0.70, (2) construct reliabilities must exceed
0.80, and (3) average variance extracted (AVE) by each construct must exceed the
variance due to measurement error for that construct (i.e., AVE should exceed 0.50).
As evident from the measurement model in Table 10, the loadings of the measurement
items on their respective factors were above the threshold value of 0.70 and all were
significant (p < 0.05). Composite reliabilities of constructs and Cronbach’s alpha ranged
between 0.86 and 0.99 and AVE ranged from 0.77 to 0.92. Thus, all three scales met
the norms for convergent validity.

In addition, for satisfactory discriminant validity, the square root of AVE from the
construct should be greater than the variance shared between the construct and other
constructs in the model [32, 81]. As seen from the factor correlation matrix in Table 11,
all of the square roots of AVE exceeded interconstruct correlations, providing strong
evidence of discriminant validity.

From the beginning of the instrument development process, we envisioned each
of the six individual SaaS-Qual factors as reflective latent constructs, while SaaS-
Qual itself would be a formative second-order latent construct. Our decision to use
the reflective indicator specification for the six SaaS-Qual factors is consistent with
several key criteria recommended by Jarvis et al. [41] for choosing that specifica-
tion over the formative indicator specification: the relative homogeneity and hence
interchangeability of scale items within each factor, the high degree of covariation
among items within each factor, and the expectation that indicators within each fac-
tor (e.g., Features) are likely to be affected by the same antecedents (e.g., Web site
design characteristics) and have similar consequences (e.g., increase or decrease in
transaction speed or usability).

On the other hand, and in line with previous studies [13, 14], we chose to model the
SaaS-Qual construct as a formative (i.e., aggregate) second-order construct consisting
of a weighted, linear combination of the six SaaS-Qual factors [41, 67]. In other words,
each of the six factors of SaaS-Qual is assumed to be a distinct construct capable of
varying independently from others. For example, a SaaS-based application might be
highly secure, but not be responsive, thus making the integration of the application into
day-to-day work more difficult. This independent nature of the six factors calls for a
formative model in which the six dimensions are not treated as reflections of a single
underlying overall construct (i.e., SaaS-Qual), but instead the overall construct is seen as
“produced/formed by” the combination of the six underlying constructs [4, 13, 67].
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Features Responsive- Flexibility Security Rapport Reliability
ness
0.119*** 0.388*** 0.201*** 0.324*** 0.139*** 0.121***
(t=6.588) (t=10.943) (t=9.146) (t=11.003) (t=8.686)  (f=8.333)
SaaS-Qual

Figure 2. Second-Order Construct Results
*p <0.05; ** p<0.01; #** p <0.001; n = 172.

To estimate a formative second-order model of SaaS-Qual (see Figure 2), we mod-
eled the coefficients of each first-order factor to the second-order factor (i.e., Type II
second-order model [29]) using a principal components factor analysis, following
the procedure in Diamantopoulos and Winklhofer [28]. In this procedure, principal
component scores are first computed for the first-order latent variables and then
entered as formative indicators for the second-order latent variable. The assessment
of SaaS-Qual as second-order factor involved examining the correlations among the
first-order factors. Tanaka and Huba [87] argue for the possible validity of a second-
order factor, if the first-order factors are highly correlated. Table 11 shows that the
first-order service quality factors are correlated and significantly different from zero,
suggesting a second-order factor structure and validating their expected relation-
ships. Because the correlations between all of the SaaS-Qual facets are not negative,
a high value on one factor does not preclude a high value on another. Moreover, the
correlation among the first-order constructs are below the suggested cutoff value of
0.90 [5], demonstrating that the content captured by the first-order factors are distinct
from one another and indicative of discriminant validity. The coefficients (B-values or
weights) of the first-order enabling factors to the second-order factors are statistically
significant, providing justification for the existence of the hypothesized formative
second-order model [17, 30].

Following mediation tests using PLS [38, 40], we also tested whether the second-
order construct of overall SaaS-Qual fully mediated the impact of the first-order
factors on an important criterion variable (i.e., in our study, satisfaction). This step
ensures that the second-order construct is a more parsimonious representation of
the first-order constructs and fully captures their predictive power on the dependent
variables it is theorized to predict. Overall, SaaS-Qual was significant when all of
the first-order factors were controlled, suggesting it fully mediated the link between
first-order constructs and satisfaction. This supports the conceptualization of overall
SaaS-Qual as second-order construct.

Before proceeding with the nomological validity test, we analyzed the six SaaS-
Qual factors for possible multicollinearity. Multicollinearity is a concern for formative
constructs given that multiple indicators/aggregate constructs are jointly predicting a
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latent construct in analogous fashion to variables in a multiple regression [67], which
can lead to unstable indicator weights [13]. Although PLS is reasonably robust against
multicollinearity and skewed responses [12], nonetheless, we performed the relevant
assessment. None of the bivariate correlations between the 6 SaaS-Qual dimensions
were above 0.90, a potential indication of collinearity [86]. Furthermore, the maximum
variance inflation factor of the 6 SaaS-Qual dimensions was 2.54, and so below the
suggested tolerance range of 3 to 10 [35].

Nomological/Predictive Validity Test of the SaaS-Qual Scale

Nomological validity is the ability of a new measure to perform as expected in a net-
work of known causal relations and well-established measures [82]. In order to test
the nomological validity of SaaS-Qual, we placed it within a nomological network
that is rooted in the research area of IS continuance and more specifically in the work
of Bhattacherjee [9]. IS continuance, IS continuance behavior, or IS continuous usage
describe behavioral patterns reflecting continued use of a particular IS. Continuance
refers to a form of post-adoption behavior. Although the term post-adoption actually
refers to a set of behaviors that follow initial acceptance [76], in the literature it is
often used as a synonym for continuance [44]. In this study, we limit ourselves to the
terms IS continuance or continued IS usage behavior.

An influential model on post-acceptance of IS continuance was developed by
Bhattacherjee [9], who borrowed heavily from expectation—confirmation theory (ECT),
a theory with explicit focus on a user’s psychological motivations that emerge after
initial adoption, and developed an IS continuance model that includes concepts such
as satisfaction, confirmation, and usefulness as the main antecedents of intention to
IS continuance behavior. Based on ECT, Bhattacherjee [9] demonstrated that an IS
user’s continuance decisions are similar to a consumer’s repurchase decisions (as they
also follow an initial adoption phase), are influenced by the initial use, and can pos-
sibly lead to an ex post reversal of the initial decision, that is, to the discontinuance of
the IS. While Bhattacherjee’s model has been validated in several follow-up studies
[26, 39, 53] and thus has proven its theoretical value, its diagnostic and thus practical
value has been limited due to a rather abstract notion of service quality confirmation.
Bhattacherjee’s and also follow-up models used only few and rather abstract items to
measure how well a user’s expectations toward a system’s performance and service
levels have been met.

However, delivering actionable guidance to practitioners for specific application
settings (such as SaaS) about service quality—related causes of customers’ discon-
tinuance intentions requires a more fine-grained conceptualization of service quality
confirmation. This provided us with a double opportunity. First, Bhattacherjee’s IS
continuance model can serve as our nomological network, where our newly developed
measure of SaaS-Qual can stand in for Bhattacherjee’s variable of service quality con-
firmation. Second, assuming that SaaS-Qual exhibits sufficient nomological validity,
it can replace Bhattacherjee’s original and rather abstract construct and thus provide a
more robust and more highly conceptualized variable within the IS continuance model
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Figure 3. Structural Model Results
*p <0.05; ** p<0.01; #** p <0.001; n = 172.

for future researchers in the area. The full model, which serves as our nomological
network, is seen in Figure 3.

SmartPLS 2.0 [75] was used to test the relationships between SaaS-Qual and the
other constructs (see Table 8) in the nomological network. Overall, the hypothesized
research model was supported, indicating strong nomological validity for SaaS-Qual.
First, as seen by the structural model results presented in Figure 3, the coefficients
are in the appropriate direction and are all statistically significant (a bootstrapping
resampling procedure was performed to obtain estimates of standard errors for testing
the statistical significance of path coefficients using 7-tests [16]). Second, the predic-
tive power of the model is good. Overall, the model explains a considerable portion
of the variance in SaaS continuance intention (R?> = 0.487), satisfaction (R?> = 0.561),
and perceived usefulness (R* = 0.263). In an alternative structural model, we also
tested the direct link between SaaS-Qual and SaaS continuance intention. Consistent
with previous studies [9, 52, 53], SaaS-Qual did not have a significant effect on SaaS
continuance intention, suggesting that the effect of SaaS-Qual is fully mediated by
perceived usefulness and satisfaction. Third, Responsiveness (f = 0.388; p < 0.001)
and Security (B = 0.324; p < 0.001) are the strongest factors to contribute to SaaS-
Qual’s impact on satisfaction and perceived usefulness.

The predictive relevance of SaaS-Qual was also tested by means of the nonparametric
Stone—Geisser test [15] that is based on blindfolding procedures that systematically
assumes that a part of the raw data is missing during the parameter estimation. The
obtained parameter estimates are then used to reproduce the raw data matrix. The
Stone—Geisser test thus shows how well the data collected empirically can be recon-
structed with the help of the model and the PLS parameters [31]. The Stone—Geisser
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Figure 4. Zones of Tolerance Assessments of SaaS Service Quality (n = 172)

Q? value for SaaS-Qual lies well above the threshold level of zero (i.e., 0? = 0.466),
thus validating SaaS-Qual’s predictive relevance [36].

Prescriptive Validity of the SaaS-Qual Scale

Beyond verifying the nomological validity of SaaS-Qual, we wanted to use the re-
search model to also test the level at which SaaS customers in our sample felt that
their service quality expectations were being met. Beyond the inherent interest in such
results, we believe that they can also serve as a “proof of concept” for SaaS-Qual,
providing an example of how the instrument can be used empirically by researchers or
practitioners alike. Therefore, we analyzed the mean values of each of the six factors
regarding their perceived service quality level and how they were positioned relative
to their ZOTs (see Figure 4).

All factors met the ZOT except for two: Responsiveness (1, . =522;1, . =6.49;
o ormance = 424) and Security (W =5.29; u, = 6.49; w,, =4.22) were far below
the minimum acceptable service quality level. Interestingly, these are exactly the two
factors that had the most significant influence on customer satisfaction, the highest
values for minimum acceptable expectations, and also the smallest ZOTs. While the
perceived performance of Reliability (1, = 3.73; 1, =5.53; 0 = 4.43) and Flex-
ibility W, = 4.03; 1 o= 5.77; n,= 4.26) was at the lower end of their ZOTs, Rapport
w,, =2.69;u, =4.56; u, =4 15) was at the upper end. Last, Features (W = 3.43;
W, =35.18; w,, = 4.37) hit the ZOT right at its center.

min

Discussion

Theoretical and Practical Contributions

IN A RECENT ARTICLE, Bardhan et al. [6] laid out a framework for new research in ser-
vice science, emphasizing that the increasing importance of IT services has opened
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a vast arena of research opportunities in this area for IS researchers. In this paper,
we reported on the results of a study that addresses one of the research opportunities
Bardhan et al. [6] propose: experimental and behavioral research concentrating on
IT service users. More specifically, we developed a service quality measure for SaaS
clients, which we call ““SaaS-Qual,” by adapting prior service quality measures related
to SERVQUAL and its variations. We conducted thorough validity tests of SaaS-Qual,
including a test of its criterion-related validity through a nomological network based
on IS continuance and expectation confirmation theories. Our study provides several
important theoretical as well as practical implications.

The primary research contribution lies in the development of a context-specific ser-
vice quality measure. There is a recent tradition in the IS literature of the development
of such measures, beginning with early appropriations of SERVQUAL for measuring
service quality of IS in general [46, 90] to later attempts in creating context-specific
service quality measures, primarily for general online services [33, 85, 96]. Most
related to our work was the development of ASP-Qual, which measured service
quality of ASP-hosted online Web stores [79]. However, as we discussed extensively
in this paper, SaaS presents unique service quality challenges for SaaS vendors and
therefore unique service quality expectations for their clients. We believe that SaaS-
Qual provides a theoretically sound measurement instrument that addresses those
distinctive characteristics of SaaS. It should thus be able to support a wide range of IS
studies as researchers attempt to understand a variety of important issues related to the
SaaS space. Although individual researchers may focus on somewhat different issues
arising in the SaaS or cloud context, and may need to develop or refine measures for
their own specialized scales, the existence of a validated baseline measure should be
a major advantage. It provides a good starting point that will speed up and enhance
the quality of measurement for many studies.

Our study also provides theoretical contributions to the area of IS continuance, since
we used an IS continuance model as the nomological network for testing SaaS-Qual’s
predictive validity. An important aspect of our study is the replacement of the original
confirmation measure (taken from expectation confirmation theory) in the IS continu-
ance model with SaaS-Qual. Our measure provides a more detailed, more granular
approach to understanding whether expectations are confirmed or disconfirmed, than
the original three-item scale used. Overall, with this more fine-grained conceptualiza-
tion of service quality confirmation, the variance explained of customer satisfaction is
increased to 0.56, almost double of the variance explained in Bhattacherjee’s [9] initial
model (0.33). Further, the variance explained of the other two dependent variables is
also increased considerably. By developing SaaS-Qual into a formative second-order
construct with six reflective first-order constructs, we have provided a multidimensional
measure, where each dimension is independent of the others. This approach could
be very useful in future studies that use expectation confirmation theory, especially
where confirmation of service quality is in question.

The results from our test of the nomological network provide interesting insights on
the role of SaaS service quality within the IS continuance model. While in the original
model Bhattacherjee [9] found that expectation confirmation had more or less equal
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impact on perceived usefulness and satisfaction of online banking by its users, we found
that confirmation of SaaS service quality had a much larger impact (more than threefold)
on satisfaction than it did on perceived usefulness. In other words, meeting SaaS service
quality expectations leads to a strong overall feeling of satisfaction with the system, but
is not seen as increasing the productivity and efficiency of the clients’ operations to an
equal degree. One possible explanation is that given the relatively young age of SaaS
systems, clients have not had enough time to fully evaluate their usefulness. Follow-up
longitudinal studies could provide interesting insights on this subject.

Our results also shed some light on the specific nature of service quality expectations
for SaaS clients. By using the ZOT approach, we were able to identify the specific
areas in which SaaS clients in our sample felt that their expectations had not been
met. First, as key SaaS-Qual factors driving the influence on customer satisfaction and
perceived usefulness, we found that Responsiveness and Security have the strongest
impact. Second, we found that all factors were meeting their ZOTs except for those
that had the strongest influence on customer satisfaction and perceived usefulness, the
highest values for minimum acceptable expectations, and also the narrowest ZOTs.
Responsiveness and Security were far below the minimum acceptable service quality
levels. From this picture it is clear to see where SaaS providers would have to start in
an attempt to increase customer satisfaction, perceived usefulness, and indirectly, SaaS
continuance intentions. In general, we believe that using the SaaS-Qual instrument with
the ZOT approach can provide both researchers and practitioners with a clear picture
of where corrective action is necessary to improve service quality for SaaS users.

IT managers responsible for selecting or renewing SaaS-based solutions can learn
from the results of our study what a representative sample of IS executives considers
to be the most important service quality factors in SaaS and where SaaS providers
have to improve to meet customer satisfaction and perceived usefulness. According
to our sample, IT managers should particularly focus on a SaaS vendor’s operations
management capabilities in the areas of Responsiveness and Security. More specifically,
they could negotiate contractual uptime guarantees or I'T helpdesk/application response
time, including penalties and escalation clauses, if the performance standards are not
achieved. On the security side, companies should place particular importance on defin-
ing careful and granular service-level agreements (SLAs) on security, including clear
data protection and backup policies and regular audits of SLA compliance. By making
potentially hidden expectations transparent, the regular tracking of SaaS-Qual results
may also be used to (further) inform and specify contractual elements of SLAs such as
service-level contents (e.g., targets, time frame), plans for future demand and change
management (e.g., joint demand forecasting process), communication procedures (e.g.,
communication schedules and format), measurement charters (e.g., key performance
indicator metrics), and enforcement plans (e.g., penalty/reward definitions).

Limitations and Future Research

Our research study is not without limitations. First, we collected data from a single
respondent within the organization. Given the nature of the survey items, the major-
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ity of respondents are IT senior executives with comprehensive understanding of
the organization-wide SaaS usage. The respondent characteristics suggest good data
quality, minimizing the potential problem of single respondent bias. Nonetheless,
further confirmatory research needs to be done with broad samples of IT executives/
managers, professionals, and users to increase the applicability of the SaaS-Qual
instrument in organizations [42]. Furthermore, given that SaaS-Qual has completed
initial development and refinement, it is now appropriate to investigate some other
important areas, such as business-to-consumer (B2C) or business-to-government
(B2G) SaaS solutions.

Second, since it was one of our explicit goals to develop and validate a highly practical
measurement instrument, we used a ZOT-based difference score approach to measure
SaaS-Qual. While some researchers found in previous studies that the difference score
method is vulnerable to reliability, validity, dimensionality, and interpretability issues
and should be replaced by a single item and perceptions-only measurement (e.g.,
SERVPEREF [22]), other scholars (e.g., [47]) have emphasized the diagnostic and
thus practical value of the difference score-based (IS) service quality measurements.
Although our study demonstrated satisfying construct validity and predictive values
of SaaS-Qual, future studies that may want to use a differently conceptualized mea-
surement instrument could replicate this study with alternative measurement models
(e.g., with perceptions-only items) and compare their results to SaaS-Qual. Also, other
analytical techniques could be used (e.g., polynomial regression and response surface
modeling) to investigate the impact of interactions between expected service levels
and perceived service performance (i.e., pre-exposure expectation and post-exposure
experience as two separate component scores) on outcome variables such as satisfac-
tion or perceived usefulness [48, 88].

Conclusion

GIVEN A GROWING SERVICE ORIENTATION IN THE IS INDUSTRY and with SaaS-based software
delivery quickly gaining importance, it has become critical for companies to regularly
assess the service quality factors of SaaS services and their importance for continued
IS usage. At the same time, it has presented both challenges and opportunities for IS
researchers. With this study, we provided both a service quality measurement instru-
ment with practical significance and applications, as well as some important theoretical
contributions in IS continuance research and service science in general. We hope that
it will serve as a springboard for future research studies and also aid SaaS vendors in
better managing their clients’ expectations. To the extent that researchers converge
on standard measures, SaaS-Qual may also serve as a validated baseline measure that
makes it much easier to compare and consolidate findings across studies.

NoOTES

1. The hit ratio is a measure of how well the items tap into the constructs and is calculated as
the ratio of “correct” item placements to total placements across all dimensions [59]. There are
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no strict guidelines for the hit ratio, but a minimum of 75 percent is generally acceptable [37].
Kappa assesses agreement between judges and the commonly accepted threshold for kappa
is 0.70 [49].

2. A covariance-based structural equation modeling application (such as LISREL or Amos)
could not be used to conduct a confirmatory factor analysis, because our sample size (n = 172)
was below the recommended threshold of 5 to 10 times as many observations as there are items
in the research model [35].
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