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Abstract

Only limited empirical evidence has confirmed the effectiveness of strategic information systems planning (SISP) and there is

no evidence that investment in mission-critical systems leads to improved performance under conditions of environmental

uncertainty and information intensity. This study tests the extent to which such contextual factors impact business dependence on

IT and two SISP practices: IT participation in business planning and the alignment between the IT and the business plans. It also

examines the influence of IT dependence and SISP on the use of IT for competitive advantage. Using structural equation modeling

on postal survey data from 161 firms, it found a positive and significant impact of the contextual factors on business dependence on

ITand the two SISP practices and between these factors and the use of IT for competitive advantage. Data also revealed significant

differences between industry types and environmental uncertainty but not information intensity. Implications are discussed.
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1. Introduction

Recent surveys of CEOs have shown that, despite

numerous failed investments, information technology

has assumed a critical and strategic role in their

organizations [16]. For IT to fulfill that role, CIOs

undertake strategic IS planning (SISP), a time-con-

suming and costly process. Observers have questioned

the value of such formal planning methods, particu-

larly in changing environments. Despite the increasing

information intensity of most organizations, only lim-

ited evidence supports the effectiveness of SISP in

these environments [79].

At the same time, many businesses have become

highly dependent upon IT to support numerous core

activities to the extent that failure of these systems

would critically impair the firms [9]. This large

increase in IT investments and business dependence

on IT over the past two decades raises several ques-

tions.

� Are SISP practices valid under conditions of envir-

onmental uncertainty?
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� Should information-intensive firms engage in

SISP?

� Is business performance affected by dependency

upon IT?

� Is business performance affected by the use of

formal IT planning methods?

Critics of SISP state that formal methodologies are

too rigid to be effective in responding to the changing

marketplace conditions of uncertain environments

[58]. However, research has shown that rational deci-

sion-making processes can be appropriate under such

environments [76], various organizational factors pre-

dict the quality and effectiveness of SISP, and that

formal planning approaches are more successful [68].

Both environmental uncertainty and information

intensity have been identified as important industry

contextual factors that impact the role of IT in creating

a competitive advantage [39]. These factors can influ-

ence the effectiveness of planning mechanisms and the

firm’s ability to earn adequate returns on IT invest-

ments. By examining the effectiveness of SISP within

the context of environmental uncertainty and informa-

tion intensity, we gain further understanding of how

context influences the relationship between SISP and

the competitive use of IT and gain insight into whether

increased reliance on IT for core activities has any

impact on business performance. The purposes of this

study were therefore to examine:

(1) the impact of environmental uncertainty and

information intensity on business dependence

on IT;

(2) their impact on SISP practices;

(3) the impact of business dependence on IT and

SISP practices on the use of IT for competitive

advantage; and

(4) the influence of industry on the contextual

variables.

2. Development of the conceptual model

2.1. Contingency theory

Contingency theory, which forms the basis of our

study, states that in order to take advantage of orga-

nizational opportunities, management must find a

proper fit among key variables including environment,

strategy, technology, and size [47]. We further

assumed that environmental uncertainty and informa-

tion intensity influence firm dependency on IT

and SISP planning and, thus, its ability to create a

competitive advantage.

Contingency theory was developed and success-

fully tested in the strategy literature [22] and strategic

contingency theorists maintain that an appropriate fit

between environment and strategy will result in super-

ior organizational performance. Performance might be

reflected in several ways: by profitability and growth

relative to competitors, or by the competitive use of IT

(as in the use of inter-organizational systems or intro-

duction of switching costs). Simply stated, organiza-

tions that provide greater value will reap the rewards

while firms that perform poorly will be induced to

realign their strategies with the environment [88].

2.2. Environmental uncertainty and information

intensity

Industry contextual variables have significantly

influenced MIS research; e.g., researchers have exam-

ined how the fit between strategy and the environment

can influence organizational performance [54]. Miller

found that a proper match between the environment

and strategy was related to performance, particularly

in information-intensive industries [55]. Businesses in

these industries adopt and become dependent on IT

systems to respond to environmental change.

Prior research has also linked environmental uncer-

tainty and information intensity with the success of

strategic IT investments [71]. Uncertainty expands the

role for IS planning and heightens the need for orga-

nizational structure and integration [44]. Information-

intensive industries are more apt to use IT for strategic

benefits and initiate business process improvements.

Companies in information intense industries must

continually seek out ways to manage and exploit their

IT assets [30].

However, despite its acknowledged importance,

empirical research has failed to show a significant

relationship between environmental uncertainty and

SISP; Teo and King failed to find a significant relation-

ship between environmental uncertainty and the inte-

gration of the IT and business plans [85]. A study of 58

firms in northern California found that SISP did not

modify the impact of environmental uncertainty on

900 G.S. Kearns, A.L. Lederer / Information & Management 41 (2004) 899–919



IT-based competitive advantage [42]. Our study

hypothesized that environmental uncertainty and

information intensity impact the IT focus of the firm

and that this has a direct relationship on organizational

performance as shown in Fig. 1.

2.3. IT focus: business dependence on IT and SISP

Here, we define IT focus as organizational commit-

ment to mission-critical IS and their management and

control. IT focus is represented by the combination of

business dependence on IT for core activities, IT

participation in business planning, and IT-business

plan alignment. Dependence on IT increases with both

environmental uncertainty and information intensity.

This dependence focuses the firm’s attention on the

potential to be gained by crafting IT investments that

support and enable business strategies.

Investments in IT should be those that support

business objectives and significantly affect organiza-

tional performance [78]. Hence, information intense

firms should value IT as a strategic resource. CIOs

should follow SISP practices. They should participate

in business planning so they understand changing

business directions and revise IT priorities accord-

ingly [49], and align IT plans with business plans in

order to improve organizational performance [77].

SISP has consistently been identified as a key issue

facing management [8,59]. SISP implies a formal

approach, as opposed to an adaptive, reactive or

informal approach to planning. For organizations

characterized by environmental uncertainty and infor-

mation intensity, we suggest that SISP better promotes

the use of IT for competitive advantage. Otherwise,

formal IT planning is simply a resource drain and its

continued use should be reevaluated.

SISP is necessary in order to make sure that IT is

used effectively to meet future business initiatives and

competitive challenges [72]. This alignment may be

the result of a formal planning system but can also

occur from an accumulation of strategic decisions

made incrementally over a period of years. Rational

processes are proactive and include establishing goals,

seeking and prioritizing alternative solutions, and

developing an integrated plan to achieve goals derived

from an established process. In contrast, incremental

processes are more reactive and reflect informal

modes of participation, communication, and decision

making to achieve a desired outcome.

Ansoff has argued that environmental uncertainty

has made it more difficult to achieve alignment via

formal planning systems and Mintzberg advocated an

‘adaptive’ planning approach in unstable environ-

ments to take advantage of managerial agility and

allow opportunistic responses [3,57]. Fredrickson and

Mitchell showed a negative relationship between plan-

ning rationality and performance in one highly

unstable industry [27].

Researchers have often viewed planning as being

either formal or informal, whereas, in reality, organi-

zational planning lies somewhere between these

extremes. SISP, criticized as being too rigid in

dynamic environments, can inhibit management agi-

lity and opportunistic behavior. Informal planning

favors widespread participation and communication

over complex analysis but may fail to include impor-

tant alternatives and result in the selection of less

effective technologies. In our study, both SISP con-

structs contained items that reflect both formal and

informal elements in order to support adaptability and

agility to ensure correct implementation.

2.4. Use of IT for competitive advantage

Past work has attempted to link IT investment and

business performance with only limited success.

Examples include improvement in the firm’s ROI

[89], pretax profits and sales growth, profitability,

internal rate-of-return, and cost-benefit ratio [20].

Strassman, in a number of studies, was unable to find

significant correlations between IT spending and sales

growth, effectiveness, quality, or productivity and

IT Focus  

 Dependence on IT 

 SISP 

Industry Context 

 Environmental Uncertainty 

 Information Intensity 

Use of IT for 

Competitive 

Advantage 

Fig. 1. Contextual relationship of IT focus and use of IT for competitive advantage.
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concluded that IT investment could not be linked to

profitability [82]. Subsequent studies revealed that a

large number of uncompetitive organizations had

made large investments in IT [83].

Although some efforts have shown a link between

IT investment and financial performance, it is indirect

and complex [50]. This is because of the difficulty in

controlling variables that impact profitability [12].

Problems in directly associating IT investments

with financial performance render such measures of

performance inadequate as dependent variables.

IT-based competitive advantage may be achieved

via inter-organizational links with suppliers and

customers, by leveraging unique firm capabilities,

lowering product costs, and creating product differ-

entiation [15,66]. CIOs have ranked the use of IT for

competitive advantage as a top priority [24]. The

sustainability of competitive advantage has been

called into question because information resources

can easily be acquired and systems replicated [43].

Other research supported the heterogeneity of IS and

viewed superior information capabilities as means of

providing sustainable competitive advantage. Our

study does not address the question of sustainability.

The use of IT for competitive advantage represents IT

applications and support for business initiatives for

which companies have already reported advantages

and that theory suggests will provide organizational

benefits.

3. Hypotheses

3.1. Environmental uncertainty and IT focus

Environmental uncertainty creates the need for

greater innovation and product differentiation re-

quiring a higher level of dependence on IT [74].

Uncertainty places time constraints upon decision-

making and forces companies to invest in techno-

logy for coping mechanisms. Decision-makers, for

example, may turn to more sophisticated informa-

tion analysis such as group collaborative support

systems and data mining [34]. As more systems are

adopted to support core activities, IT dependence

increases.

An uncertain business environment also requires

more management attention in order to make sure the

business direction is aligned with external changes.

This heightens the need for greater IT participation in

business planning as IT managers attend planning

meetings and communicate with other managers to

understand organizational level responses to these

changes [38]. A recent study of over 200 manufactur-

ing executives revealed that wider participation in

planning lent adaptability and achieved higher con-

gruence between SISP and market needs [62].

Greater environmental uncertainty also implies a

need for constant alignment of the IT plan with the

business plan to ensure that IT resources continue to

support business strategies and take advantage of

emerging opportunities; one response is the integra-

tion of business processes and decision-making sup-

port [87]. This context would heighten the need for IT

alignment with the business plan. Hence, the follow-

ing hypotheses.

H1. Environmental uncertainty is positively asso-

ciated with:

a. business dependence on IT;

b. IT participation in business planning;

c. the alignment of the IT plan with the business

plan.

3.2. Information intensity and SISP

Information intensity, the extent to which products

and processes incorporate information, has been iden-

tified as an industry factor with important implications

for management [18]. Information-intensive indus-

tries have demonstrated superior abilities in using

IT to support core activities and identifying strategic

opportunities [6]. Companies in these industries would

thus be expected to become more dependent on IT for

core processes [29].

IT managers acquire business knowledge by attend-

ing business planning meetings and talking to business

managers [48]. Since companies with products and

services characterized by high information intensity

are more likely to value IT, information intensity will

lead to higher levels of IT participation in business

planning.

Information content in key activities can be used to

develop competitive IT systems. Products and services

that are information-intensive should be viewed as

business assets that increase the value of SISP [52].
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Complex products, and operations involving complex

products and services, have higher information

requirements than simple products [73]. In such cases,

increased information content requires that the IT

strategies be specifically aligned with the business

strategies. Hence, the following hypotheses.

H2. Information intensity is positively associated

with:

a. business dependence on IT;

b. IT participation in business planning;

c. the alignment of the IT plan with the business

plan.

3.3. IT focus and the use of IT for competitive

advantage

In our study, the measurement of IT performance at

the business level was the use of IT for competitive

advantage. Positive relationships between IT focus

constructs and the use of IT for competitive advantage

would thus imply that dependence on IT and SISP

practices impact business performance.

Dependence on IT can evolve over time as com-

panies use diverse IS to differentiate products, create

switching costs to retain suppliers and customers,

exploit unique firm capabilities, impose barriers to

market entry, create competitive advantage, or coun-

ter another firm’s competitive advantage [37,65].

These systems can generate cost reductions, support

competitive positioning, and allow the firm to com-

pete in new ways. As companies become more

dependent on them to process daily transactions, they

become critical to the survival of the firm.

IT participation in business planning is necessary in

order to search out inter-organizational opportunities

for competitive advantage, seek IT-based opportu-

nities in value chain activities, and use IT to leverage

unique business strengths [14]. The CIO’s chief con-

cern is not with technical matters, but on how to use IT

to improve business processes. Higher IT participation

in business planning will increase the mutual sharing

of information and IT investments will be more likely

to reflect the strategic direction of the firm and

improve performance [69].

Alignment between the IT and business plans is

necessary in order to accomplish business objectives

and capitalize on information technologies [45], help

make certain that IT investments properly support the

firm’s objectives, and increase the use of IT for

competitive advantage. For example, different types

of inter-organizational systems need to be linked to

specific business strategies although they share com-

mon infrastructures [35]. Hence, the following

hypotheses.

H3.
a. business dependence on IT . . .;
b. IT participation in business planning . . .;
c. alignment of the IT plan with the business plan . . .
is positively associated with the use of IT for compe-

titive advantage.

3.4. Relationship of contextual variables with

industry type

Environmental uncertainty and information inten-

sity have been important contextual variables in MIS

contingency research. Surprisingly, however, indus-

try differences in response to these variables have

rarely been examined despite research that implies

that industry context can impact organizational adap-

tation. Different industries possess distinguishing

characteristics that should be addressed by manage-

ment [36]. This suggests that adoption of internal

practices, such as the reliance on IT systems and

SISP, will be guided by responses to these external

issues.

Research has frequently concentrated on practices

within a single industry. For example, Andersen and

Segars examined the performance impact of IT in the

apparel industry and found that firms that used IT to

enhance communications were more successful [1].

However, it has been assumed that the generalization

of findings from a single industry is more restrictive

than for a larger representation. Also, industry char-

acteristics may be shaped by IT. In their examination

of the airlines, wholesale drugs, and industrial

chemicals industries, Segars and Grover found that

industry characteristics were altered by the adoption

of competitive IT practices [80]. The contention,

then, is that differing characteristics will result in

differing values for the contextual variables. Thus,

we expected the values in some industries to be

significantly different from others. This leads to the

following hypotheses.
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H4. Industries will exhibit differing levels of envir-

onmental uncertainty.

H5. Industries will exhibit differing levels of infor-

mation intensity.

4. Operationalization of constructs

Here, two constructs, environmental uncertainty

and information intensity, represented industry con-

textual factors. Three constructs were used to signify

IT focus: one represents business dependence on IT

and two represent practices that facilitate SISP. The

two SISP practices were IT participation in business

planning and the alignment of the IT plan with the

business plan. A sixth construct, the use of IT for

competitive advantage, served as the dependent vari-

able. Based on contingency theory and research from

environmental uncertainty and SISP, the conceptual

model in Fig. 2 shows the relationships that form the

first nine study hypotheses.

While our model posits a direct relationship

between the contextual variables and IT focus, it could

be argued that the true relationship is a mediating one

through IT dependence. Others might also argue that

information intensity promotes IT dependency, which

consequently leads to higher SISP. However, existing

theory supports the relationship between environmen-

tal uncertainty and alignment. Furthermore, compa-

nies have been shown to increase their dependence on

information resources as a response to external pres-

sures. When competition is characterized by informa-

tion intensity, companies would be expected to

increase both dependence upon IT and practices that

promote the rational use of these resources. Thus,

SISP could proceed directly from both environmental

uncertainty and information intensity.

4.1. Environmental uncertainty

Researchers have long considered environmental

uncertainty as increasing the importance of informa-

tion processing capability in the organization [28].

One dimension of environmental uncertainty is the

presence of heterogeneity: i.e., the measure of the

diversity in the external environment [23]. It refers to

the external threat posed by diversity in customer

buying habits, product lines, and the nature of

competition. Greater diversity creates structural

challenges that can be met by the integrative and

communicative abilities of IS that support strategic

decision-making [56]. Three items, shown in Table 1,

were used to operationalize the environmental uncer-

tainty construct. These had been tested in previous

instruments.

H3c

Industry Context 
Organizational 
Performance  IT Focus 

H3b

H3a

H1b

H2b

H2c

H2a

H1c

H1a

Alignment of 

IT Plan with 

Business Plan 

Use of IT for 

Competitive 

Advantage 

Business 

Dependence on 

IT 

Information 

Intensity 

Environmental 

Uncertainty 

IT Participation 

in Business 

Planning 

Fig. 2. Conceptual model.
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4.2. Information intensity

A firm is information intensive ‘‘to the degree that

its products, services, and operations are based on the

information collected and processed as part of

exchanges with customers, suppliers, and within the

firm itself’’ [31]. A high level of information in value

chain activities increases the likelihood that compa-

nies will identify opportunities for using IT resources

for competitive advantage. Analysis of corporate

spending on IT indicates that companies in the stra-

tegic and turnaround sectors of the strategic grid

allocate more resources to the IT function than those

who view IT as a support function. The information

intensity of value chain activities has been measured

by information usage, information update frequency,

information accuracy, and the information depen-

dency of operations.

Accuracy, timeliness of updates, pervasiveness, and

frequency of use in production and service operations

are attributes of information intensity. Based on these

ideas, four items were used to operationalize the

information intensity construct. These had been devel-

oped and tested in a previous instrument [84].

Table 1

Items used to measure study constructs (from study survey)

Environmental uncertainty In our industry, there is considerable diversity in . . .

ENV1 . . . customers’ buying habits

ENV2 . . . the nature of competition

ENV3 . . . product lines

Information intensity of the value chain

INT1 Information is used to a great extent in our production or service operations

INT2 Information used in our production or service operations is frequently updated

INT3 Information used in our production or service operations is usually accurate

INT4 Many steps in our production or service operations require the frequent use of information

Business dependence on IT In regard to existing information systems . . .
DEP1 A one hour shutdown of computers would have serious consequences

DEP2 Programming errors could have serious consequences on customer satisfaction

DEP3 It is not feasible, in the short-run, to operate the business manually in the absence

of our computers

DEP4 The daily operations of the business are critically dependent on IS

DEP5 We have many critical on-line or batch information systems

IT participation in business planning The IS executive

PAR1 . . . regularly attends business planning meetings

PAR2 . . . contributes to the formulation of business goals

PAR3 . . . has regular informal contacts with top management

PAR4 . . . has easy access to the CEO

PAR5 . . . has frequent contacts with the CEO

Alignment of IT plan with business plan

ALN1 The IS plan reflects the business plan mission

ALN2 The IS plan reflects the business plan goals

ALN3 The IS plan supports the business strategies

ALN4 The IS plan recognizes external business environment forces

ALN5 The IS plan reflects the business plan resource constraints

Use of IT for competitive advantage With respect to our company’s core products or services and major customers

and suppliers, IT has been used to . . .

CA1 . . . provide advantages such as lower costs or product differentiation

CA2 . . . establish electronic links with suppliers or customers

CA3 . . . create barriers to keep competitors from entering our markets

CA4 . . . influence the buyer’s decision to switch to our products

CA5 . . . leverage unique firm capabilities
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4.3. Business dependence on IT

When businesses use IT in core processes that are

mission-critical, they become dependent upon them

for survival and must manage the assets as an impor-

tant investment [51]. Accuracy of data and up-time are

critical. Even a temporary shutdown could be disas-

trous. Charles Schwab and Lehman Brothers, for

example, are highly dependent upon distributed sys-

tems for on-line trading. The more systems that are

mission-critical, the greater is business dependence on

IT. Based on ideas suggested by Cash et al., five items

were used to operationalize the business dependence

on IT construct [11].

4.4. Rational adaptive planning

Planning adaptability can be built into the plan-

ning system through increased levels of participa-

tion and consistency [81]. This rational adaptive

approach is represented by the combination of the

formal and informal elements of SISP. Participa-

tion can support management agility and opportu-

nistic behavior under changing environments when

CIOs have frequent and easy access to business

executives and meetings are informal. Similarly,

strategic IT alignment can support adaptive beha-

vior by reflecting external business forces. Formal

methods of participation and alignment ensure that

IT investments are directed at supporting organiza-

tional objectives, increasing the likelihood of using

IT effectively and creating competitive advantages.

4.5. IT participation in business planning

Participation of IT in business planning refers to the

extent that the CIO participates in and provides input

to the firm’s planning process and thus results in a

mission statement, goals, and strategies. Business

planning is more effective as a participative process

involving all key managers. CIO participation is an

effective integrating mechanism for bridging IT and

business strategies and increasing planning effective-

ness. Access to the CEO ensures that IT will know of

evolving needs and changes in direction. Participation

must occur in both formal and informal settings. The

first two items (PAR1 and PAR2) reflect formal modes

of participation while the last three items (PAR3,

PAR4, and PAR5) reflect informal modes. Based on

these ideas, five items were used to operationalize the

IT participation in business planning construct.

4.6. Alignment of the IT plan with the

business plan

The main purpose of SISP is to align the IT plan

with the business plan. A recent survey of 200 Korean

firms revealed that SISP practices were more likely to

have strategic benefits in uncertain environments [13]

where comprehensive IT planning is vital. For orga-

nizations that view IT as a strategic resource, the

alignment between the IT and business plans is cri-

tical, and has consistently been identified as a key

issue by CIOs and other executives [33]. Empirical

research has frequently failed to find an association

between alignment and business performance [61,63].

Alignment will include the transformation of the

business strategy set to the IT plan, a strong linkage of

IT objectives with business objectives, and an accurate

assessment of the external environment [7,70,90]. IT

planning, however, may be dependent upon prior IT

success [75]. Based on this, five items were used to

operationalize the alignment of the IT plan with the

business plan construct.

4.7. Use of IT for competitive advantage

Efforts to link the use of IT to improved organiza-

tional performance have been compromised by the

influence of other confounding variables. An alterna-

tive approach is to identify specific uses of IT that have

been shown as having a positive impact [46]. For

example, the use of IT to enhance internal commu-

nications supports a decentralized decision structure

which directly impacts financial performance [86].

Accordingly, here the use of IT investments to create

a competitive advantage is used as a proxy for orga-

nizational performance. Subjective measures have

been used previously and have been shown to capture

broad concepts such as organizational performance

[19].

Porter identified three generic business strategies:

product differentiation; cost leadership; and, focused

or niche differentiation [64]. These counter five mar-

ket forces: rivalry among existing firms; bargaining

power of suppliers; bargaining power of buyers; threat
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of substitute products; and, threat of new entrants.

McFarlan added information-based strategies: build

barriers against new entrants; change the basis of

competition; generate new products; build in switch-

ing costs; and, change the balance of power in supplier

relationships [53]. Based on this, five items were used

to operationalize the use of IT for competitive advan-

tage construct.

5. Methodology

The research methodology was a field survey using

a questionnaire with item measures grouped around

each of the study constructs. In the late 1990s, surveys

were sent to 1200 firms randomly selected from a list

of over 12,000 US firms over all SIC codes but

excluding government and non-profit institutions.

The list was chosen because it included the full name

and address of the CIO. A single digit number was

randomly selected and, beginning with that company

in the list, every 10th company was sampled.

For purposes of reliability, it was determined that

the CIO was in the best position to respond to the

survey questions. Directing questions to the most

knowledgeable respondent often helps to overcome

single source limitations [67]. Questionnaires were

addressed directly to the CIO. In the cover letter,

confidentiality was assured and a summary of findings

was offered as an incentive for participation.

Responses to survey questions were entered on a

seven-point Likert-type scale as follows: Strongly

Disagree, Mildly Disagree, Disagree, Neutral, Mildly

Agree, Agree, and Strongly Agree.

5.1. Survey piloting

Four professors of MIS initially reviewed the survey

and their recommendations were incorporated into the

instrument. The revised survey was then piloted on

four CIOs and four other members of top management

from four different industries in a large mid-western

city. Comments were positive and several suggestions

were offered. The suggestions were incorporated into

the final survey instrument.

5.2. Responses

After initially receiving 123 surveys in a 4-week

period, follow-up phone calls were made to non-

respondents. Information from these calls, shown in

(Table 2), revealed that many surveys, following

corporate policy, had been intercepted and discarded

by secretaries before they reached the desk of the

CIO. Other surveys had not been delivered because the

CIO had changed positions or had left the firm. CIOs

also expressed reluctance to provide information

they regarded as confidential and several regarded

academic surveys as low-priority items. After 8

weeks, usable surveys were received from 161

respondents from the sampling of 1200 firms

(9 surveys with incomplete information were dis-

carded). Surveys targeted at senior officers typically

have lower response rates. The final response rate for

this survey was 13%; this is relatively low and was

attributable to the confidential nature of the survey

items and corporate policies against answering sur-

veys that resulted in about one-third of the surveys

being undeliverable.

Table 2

Response to 500 phone calls

Action Number of calls

Either phone number changed or company no longer in business 24 4.8%

No direct contact. Left voice message explaining purpose of survey and requesting participation 119 23.8%

Direct contact with secretary or assistant explaining purpose of survey and requesting participation 138 27.6%

Direct contact explaining that the executive is no longer with the company. Permission granted to send new survey. 43 8.6%

Direct contact explaining that the executive is no longer with the company. Permission denied to send new survey 30 6.0%

Direct contact explaining that the company policy is against surveys 84 16.8%

Direct contact stating that they may or will complete survey 62 12.4%

Total 500 100.0%
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5.3. Analysis of non-response bias

In order to establish the absence of non-response

bias, it is desirable to gather survey data from a set of

non-respondents and compare it to data supplied will-

ingly. For a meaningful number of surveys and for all

survey items, this method is rarely achievable.

A practical alternative, that has been argued to

provide reliable results, is to compare the mean values

of responses for earlier returns with the means from

later returns [17]. This has been said to reveal any

differences between early and late responders who

required prompting. The assumption is that late

responders share similarities with non-responders

and, if no significant differences exist, the likelihood

is strong that non-response bias does not exist [4]. For

all of the constructs, tests were undertaken between

first week respondents (n ¼ 25) and those who

responded after 6 weeks (n ¼ 27). Differences

between means of the two groups were not significant

(two-tailed t-tests, P < 0:05) thus indicating that time

had no apparent influence upon the perceptions and

that non-response bias was unlikely.

5.4. Profile of respondents

Respondents were all CIOs from over 10 indus-

try types as shown in (Table 3). The highest repre-

sentation was from manufacturing, wholesale/

retail, utilities/transportation, finance/insurance,

computers/communication and publishing/news.

Of the 161 companies, 50 reported annual revenues

in excess of US$ 500 million. Respondents were

well educated, with an average of 5 years college

education. They had in excess of 17 years experi-

ence within their industry, 12 years experience

within their company, and about 20 years within

the field of IT. Thus, these CIOs were highly

informed respondents.

6. Results

Structural equation modeling (SEM), implemen-

ted through EQS, was selected as the analytical

approach to data analysis. This approach, in which

parameters are estimated by minimizing the discre-

pancy between the model implied covariance matrix

and the observed covariance matrix, is commonly used

in MIS research and has the advantages of using both

measurement and structural models that are appropriate

for measures with a strong theoretical foundation and

supports statistical measurement of reliability and

validity [25,40].

The maximum likelihood estimation (MLE) tech-

nique was used; this generates the smallest possible

residual covariance matrix. Analysis followed the

two-stage procedure suggested by Anderson and

Gerbing in which a measurement model is estimated

and refined and then a structural model with relational

implications is tested [2].

6.1. Measurement modeling

Measurement modeling was performed using the

six-model constructs comprising the 27 items. The

objective was to refine the model data, maintaining the

underlying theoretical assumptions, until an accepta-

ble fit between study data and the hypothesized model

was reached [41]. In the analysis it was unnecessary to

drop any of the items or any of the observations from

the analysis although three pairs of error terms were

allowed to covary.

EQS provides results of the Lagrange multiplier

(LM) test, which identifies possible paths or covar-

iances that could be added to the model in order to

improve overall fit. The LM test identified that three

pairs of error terms, if allowed to covary, would

improve model fit. These pairs were: PAR1 and

PAR2; PAR4 and PAR5; and, ALN1 and ALN2.

Table 3

Responses by industry type(s)

Industry type(s) Responses Percent

Automobiles 9 5.6

Computers/communications 8 5.0

Finance/insurance 10 6.2

Health care/pharmaceuticals 4 2.5

Manufacturing 55 34.1

Oil/petroleum 4 2.5

Publishing/news 8 5.0

Restaurants/hotels 4 2.5

Utilities/transportation 22 13.7

Wholesale/retail 25 15.5

Other/undisclosed 13 8.0

Total 161 100.0
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The inter-item correlation for each of these pairs,

shown in Appendix A, was very high (r > 0:8).

PAR1 and PAR2 would be expected to covary because

IT managers attending business planning meetings

would be likely to lead to IT managers contributing

to the formulation of business goals. PAR4 and PAR5

would be expected to covary because easy access to

the CEO implies frequent contact with the CEO.

ALN1 and ALN2 would be expected to covary,

because IS plans that reflected the company’s mission

might also be expected to reflect its goals.

6.2. Model goodness-of-fit

There is no universally accepted indicator of good-

ness-of-fit, so it is customary to present several sta-

tistics as collective indicators. The w2 statistic is a

fundamental measure but because it is sensitive to

sample size ‘‘the researcher is encouraged to comple-

ment this measure with other measures of fit in all

instances’’ [32]. The indicators chosen were ones used

in prior MIS research. These were: the Non-Normed

Fit Index (NNFI), the Comparative Fit Index (CFI),

the Tucker–Lewis Index (TLI), the Root Mean

Square-Error of Approximation (RMSEA), and the

Root Mean Square Residual (RMR) [5]. The w2

statistic, also a measure of fit, is subject to distortion

and is often replaced with the ratio of w2 to d.f. Indexes

that exceed 0.90 are deemed acceptable for the NNFI,

CFI, and TLI. Values of less than 0.06 for the RMSEA

and less than 0.10 for the RMR are deemed accep-

table. The preferred value for the w2/d.f. ratio is below

2 [10].

The probability for the w2 for the final measurement

model was marginal (P ¼ 0:5). However, all other

goodness-of-fit measures for the final measurement

model suggested a strong fit of the study data to the

hypothesized model. Since the ratio of w2 to d.f. was

very low (1.14), and all other indexes were well within

the prescribed range, the results were accepted as

supporting overall goodness-of-fit (Table 4).

6.3. Construct reliability and validity

Table 5 presents standardized factor loadings and

other metrics for each of the item measures as well

as reliability and validity measures for the final mea-

surement model. Nine of the 27 standardized factor

loadings were below 0.7, indicating high error var-

iance. It was decided to retain these items because of

their theoretical value.

Several tests were performed to establish compo-

site reliability, convergent validity, and discriminant

validity. Composite reliability was established using

two statistics that reflect the inter-item reliability of

the construct items. The study values for Cronbach’s

a and composite reliability were all greater than

0.80, exceeding the recommended value of 0.70

[21,60].

A high level of convergent validity is desirable to

ensure that items are measuring the same underlying

phenomenon. In practice, this means that the indica-

tors must be moderately or strongly correlated and

have significant t-values. Convergent validity was

established in two ways. First, the t-values for the

factor loadings are all highly significant (P < 0:01).

Second, convergent validity was established using the

variance extracted test, which assesses the amount of

variance explained by the underlying latent factor as

compared to the amount ascribed to random measure-

ment error [26]. The variance-extracted estimates

revealed that five of the six constructs explain 50%

or more of the variance. Together, these tests demon-

strated the overall convergent validity.

Fifteen w2 difference tests were run to test for

discriminant validity. For each pair of constructs, a

constrained model was compared to an unconstrained

model in order to determine whether the unconstrained

model was significantly different. Fifteen constrained

models were tested and the w2 difference calculated

from the unconstrained model. The w2 differences are

also w2 distributed with 1 d.f. Discriminant validity is

established if the w2 statistic for the unconstrained

model is significantly lower than for the constrained

Table 4

Goodness-of-fit for the final measurement model

Item Suggested range Measurement

model value

w2 P > 0.05 P ¼ 0.05

w2/d.f. <2.00 1.14

Non-Normed Fit Index >0.90 0.98

Comparative Fit Index >0.90 0.98

Tucker–Lewis Index >0.90 0.98

RMSEA <0.06 0.03

RMR <0.10 0.06
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and the first model is accepted as being the preferred

model. As shown in Appendix B, all of the w2 differ-

ences were significant (P < 0:001) suggesting strong

properties of discriminant validity. Collectively, these

tests were accepted as establishing the reliability and

validity for the six-construct measurement model

(Table 6).

6.4. Structural model

Results of the final measurement model were used

to specify a structural model in which only the exo-

genous factors (or independent variables) are allowed

to covary and theorized relationships are added by

connecting the constructs with unidirectional paths,

Table 5

Measurement model results (n ¼ 161)

Item Mean Variance Standardized factor loading t-value

Environmental uncertainty

V1 4.54 1.65 0.73 9.7a

V2 4.60 1.58 0.79 10.7a

V3 4.23 1.75 0.82 11.2a

a/composite reliability ¼ 0.82/0.82 variance extracted estimate ¼ 0.61

Information intensity

V4 5.98 1.17 0.77 10.7a

V5 5.96 1.19 0.94 14.1a

V6 5.77 0.93 0.67 9.1a

V7 5.88 1.16 0.70 9.5a

a/composite reliability ¼ 0.82/0.82 Variance Extracted estimate ¼ 0.60

Business Dependence on IT

V8 6.22 0.89 0.63 8.6a

V9 6.38 0.91 0.82 12.1a

V10 6.09 1.06 0.89 13.5a

V11 5.91 1.18 0.63 8.3a

V12 5.94 1.06 0.74 10.3a

a/composite reliability ¼ 0.87/0.90 variance extracted estimate ¼ 0.56

IT participation in business planning

V13 4.73 2.00 0.81 11.1a

V14 4.65 1.92 0.86 12.4a

V15 5.87 1.20 0.76 10.4a

V16 5.51 1.61 0.62 8.0a

V17 4.89 1.83 0.69 9.2a

a/composite reliability ¼ 0.89/0.87 variance extracted estimate ¼ 0.57

Alignment of IT plan with business plan

V18 5.28 1.29 0.88 13.8a

V19 5.33 1.24 0.92 15.0a

V20 5.54 1.20 0.96 16.0a

V21 5.08 1.28 0.72 10.3a

V22 5.31 1.23 0.59 8.0a

a/composite reliability ¼ 0.92/0.91 variance extracted estimate ¼ 0.68

Use of IT for competitive advantage

V23 5.12 1.50 0.72 10.0a

V24 5.34 1.48 0.56 7.2a

V25 3.39 1.55 0.61 8.1a

V26 4.37 1.59 0.68 9.2a

V27 4.63 1.66 0.81 11.6a

a/composite reliability ¼ 0.81/0.81 variance extracted estimate ¼ 0.46

a Indicates significance at P < 0:0001 or higher.
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each of which represents the hypothesized association

between the model constructs. Measurement of the

strength and direction of these relationships is the

focus of this confirmatory approach.

Again, the model was respecified until an accep-

table fit was reached. All 27 variables and 161

observations were retained. Several error terms were

allowed to covary; this implied that they were

affected by a common influence not included in

the model. The final model exhibited strong good-

ness-of-fit. The NNFI, CFI, and TLI all had values

of 0.97; the RMSEA had a value of 0.03; the RMR

had a value of 0.05; and, the ratio of w2 to d.f. was

1.19.

The path coefficients (with related t-values in par-

entheses) for the final structural model are presented in

Fig. 3. All nine of the path coefficients were positive

and significant indicating that the SEM analysis sup-

ported hypotheses H1–H3.

The disturbance term for the dependent variable

was 0.7. This term reflects variability due, for exam-

ple, to omitted variables, random shocks, and mis-

specification of equations. R2, the percent of varia-

bility explained by the antecedent variables was cal-

culated by subtracting the square of the term from one.

Thus, about 52% of the variability in the dependent

variable, (1–0.72), was accounted for by the model.

6.5. ANOVA analysis for industry types

Standard one-way analysis of variance (ANOVA)

was used to evaluate the relationships between the two

contextual variables and the 10 industry types, as

reported by the 161 respondents. Results of the ANOVA

analyses, reported in (Table 7), show that the P-value for

environmental uncertainty was significant (a ¼ 0:05)

but the P-value for information intensity was not.

The Levene statistic was not significant, indicating that

data did not violate the homogeneity of variance

assumption in either of the two cases.

The ANOVA rejected the null hypothesis, allowing

us to accept H4. Separation of the means, to pinpoint

where the differences for environmental uncertainty

existed, was accomplished using the post hoc Tukey

least significant difference (LSD) test. The mean

values for environmental uncertainty by industry type

Table 6

Goodness-of-fit for the structural model

Item Suggested range Measurement

model value

w2 P > 0.05 P ¼ 0.014

w2/d.f. <2.00 1.19

Non-Normed Fit Index >0.90 0.97

Comparative Fit Index >0.90 0.97

Tucker–Lewis Index >0.90 0.97

RMSEA <0.06 0.03

RMR <0.10 0.05

*, **, ***, and **** are associated with two-tailed confidence levels of .05, .01, .001, and .0001 respectively 

IT Participation 

in Business 

Planning 

Business 

Dependence on 

IT 

Use of IT for 

Competitive 

Advantage 

Alignment of 

IT Plan with 

Business Plan 

   H1a     

 0.28** 

   H1b 

 0.25* 
  H1c 

0.25**

  H2a 

0.29**
  H2b 

0.36***

   H2c  

0.38****

  H3a  

 0.28*** 

  H3b 

 0.38****

  H3c 

0.37****

D = 0.69Information 

Intensity 

Environmental 

Uncertainty 

Fig. 3. Final structure equation model with path coefficients.
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are presented in (Table 8) with the pairs of industry

types for which the mean differences were significant

(a ¼ 0:05). Of the 45 paired comparisons of industry

types, there were 12 for which the mean differences

were significant. Thus, we were able to conclude that

environmental uncertainty varied significantly accord-

ing to industry type and hypothesis H4 but not H5 was

accepted.

7. Discussion

Our work indicated that: (1) there was a positive and

significant association of environmental uncertainty

and information intensity with business dependence

on IT; (2) there was a positive and significant associa-

tion of environmental uncertainty and information

intensity with the two SISP constructs; and (3) there

was a positive and significant association of business

dependence on IT and the SISP practices with the use

of IT for competitive advantage. Also, environmental

uncertainty but not information intensity differed sig-

nificantly for certain industry types.

7.1. Study contributions

Our research makes several useful theoretical and

practical contributions. First, it supports the value of

IT focus for information-intensive companies in an

uncertain environment. Companies that had high

information content in value chain activities and were

subject to market pressures from product diversity had

higher reliance on IT to support core activities and had

adopted more formal methods of SISP. Thus, the

focused use of IT is found to be contingent upon

external factors.

Second, although management has consistently

identified SISP as a critical issue, empirical research

has not adequately addressed the external context in

which management should use formal SISP practices.

We have provided empirically validated evidence

about these relationships. Overall, our hypotheses

suggest that information intense firms in uncertain

environments should invest in IT for the support of

core activities and consider using formal IT planning

methodologies to respond accurately to changes in

external conditions.

Third, our work revealed a significant relationship

between IT focus and the use of IT for competitive

advantage. The companies that had invested highly in

IT were more apt to have IT-based applications tar-

geted at improving business level performance.

Because a primary goal of SISP is to identify major

IT investments, this indirectly supports the link

between IT investments and business performance.

It also refutes the notion that intuitive approaches to

planning are more effective in mediating the effects of

environmental uncertainty on technological based

competitive advantage.

Fourth, study data helped dispel the debate surround-

ing failed IT investments. The relationships tell a story

about companies that have invested in and become

dependent upon IT and, as a result, have created appli-

cations directed at gaining a competitive advantage.

Fifth, we have addressed the influence of industry

upon two important contextual variables. Tests found

that, for all comparisons of industry data, no signifi-

cant differences existed for the information intensity

variable. For environmental uncertainty, however,

12 significant differences existed between industry

types. Eight of the differences were between the

oil/petroleum industry and other industry types. The

oil/petroleum industry had a low mean value for

the environmental uncertainty variable. However,

the number of observations was 10 or less. Several

significant mean differences, however, were between

industry types for which a larger number (n > 20) of

observations were available, namely between the

Table 7

Mean response for contextual variables by industry type(s)

Industry type(s) Environmental

uncertainty

Information

intensity

Automobiles 3.70 5.81

Computers/communications 4.54 6.25

Finance/insurance 4.60 6.13

Health care/pharmaceuticals 5.25 6.56

Manufacturing 4.38 5.96

Oil/petroleum 2.75 5.88

Publishing/news 5.08 6.09

Restaurants/hotels 5.00 5.00

Utilities/transportation 3.98 5.88

Wholesale/retail 5.09 5.78

P-value 0.02 0.45

P-value significant Yes No

Levene statistic significance 0.78 0.21

LSD significant Yes NA
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Table 8

Results of ANOVA between environmental uncertainty and industry types: means and significant differences

Industry type(s) n Auto-

mobiles

Computers/

communications

Finance/

insurance

Health/

pharmaceuticals

Manu-

facturing

Oil/

petroleum

Publishing/

news

Restaurants/

hotels

Utilities/

transportation

Wholesale/

retail

Automobiles 9 3.71a

Computers/communications 8 4.54

Finance/insurance 10 4.60

Health Care/pharmaceuticals 4 5.25

Manufacturing 55 4.38

Oil/petroleum 4 b b b b 2.75

Publishing/news 8 b b 5.08

Restaurants/hotels 4 b 5.00

Utilities/transportation 22 b 3.98

Wholesale/retail 25 b b b b 5.09

a Mean value for the environmental uncertainty variable.
b Industry types statistically different at the 0.05 level for the environmental uncertainty variable.
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wholesale/retail industry and both manufacturing and

utilities/transportation. Wholesale/retail exhibited a

significantly higher level of environmental uncertainty

in both instances.

7.2. Environmental uncertainty, information

intensity and IT focus

Diversity in customer buying habits, product lines,

and the nature of competition are positively associated

with higher IT focus (i.e., dependence on IT, SISP

practices). Also, dependence on accurate and timely

information in production or service operations is

positively associated with higher IT focus. These

relationships were all positive and moderately strong

revealing the importance of IT systems and SISP

under these industry conditions.

A paramount finding was the study support for the

nine relationships set forth in hypotheses H1–H3,

which adds credence to the ‘rational adaptive’ theory

that a combination of formal and informal IT planning

methods will be successful in uncertain environments

for information intense businesses. Under these cir-

cumstances, proactive efforts by the CIO and higher

reliance on SISP approaches could be beneficial when

balanced with participation and informal contacts

with management. Conversely, positive and moder-

ately strong path coefficients indicate that stable

environments with lower information requirements

are likely to exhibit lower reliance on IT focus. This

may also explain why some poorly performing

companies have heavily invested in information

resources. Such investments may have been inappro-

priate for low levels of uncertainty and information

intensity.

7.3. IT focus and the use of IT for competitive

advantage

Study results show positive and highly significant

associations between dependence on IT, IT participa-

tion in business planning, and the alignment of the IT

plan with the business plan with the use of IT for

competitive advantage. The model was successful in

accounting for half of the variation in the dependent

variable indicating that a rational adaptive IT planning

approach, consisting of those measures used in this

study, can positively influence the use of IT for com-

petitive advantage under conditions of environmental

uncertainty and information intensity.

7.4. Implications

The contingency relationships tested extend our

understanding of the influence that investment in IT

and SISP practices have on business performance under

environmental uncertainty and information intensity.

The results are replicable and can be extended by

modifying or adding to the model constructs.

Past empirical research has had limited success

in establishing a significant relationship between

environmental uncertainty and SISP practices. This

study firmly establishes a positive and significant

relationship. Prior work has frequently failed to esta-

blish a relationship between strategic alignment and

business performance, but we found a strong and signi-

ficant relationship between strategic alignment and

the use of IT for competitive advantage. Thus, our data

presents a more positive case than previous findings for

the efficacy of alignment.

Our data supported the notion of a relationship

between industry type and environmental uncertainty

but did not support a relationship between industry

type and information intensity. MIS research support-

ing this relationship has been limited and results do not

directly support a tie to MIS practices. The positive

and significant relationship between environmental

uncertainty and IT focus, however, implies that firms

in certain industries are more apt to achieve IT focus

and that their investment will be rewarded.

Finally, this study introduces the concept of IT

focus, operationalized as business dependence on IT

and the use of SISP practices. Past research has

revealed an association between strategic IT practices

and performance. However, the items used for the

dependence on IT construct did not measure strategic

practices but large, mission-critical systems that sup-

ported core activities. Such systems are not necessa-

rily strategic and may be imitated by competitors. Our

data indicate that an increased dependence on these

systems was associated with an increased use of IT

for competitive advantage, more so for information-

intensive firms under environmental uncertainty.

Practitioners can benefit in several ways. CIOs and

other IT managers can be assured that their proactive

efforts can heighten the use of IT for competitive
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advantage in the presence of environmental uncer-

tainty and information intensity. Specifically, by

ensuring that mission-critical systems reflect changes

in the environment, by aligning the IT mission, goals

and strategies with those of the business plan, and by

attending planning meetings and gaining access to top

management.

CEOs and other management can benefit by ensur-

ing that, under conditions of environmental uncertainty

and information intensity, more emphasis is given to

SISP practices. All managers will benefit by knowing

the costs and time associated with these methodologies

are wise investments. Managers and CIOs of informa-

tion intense firms will also benefit by recognizing the

importance of tracking environmental changes and

carefully shaping SISP practices to support the com-

plexity and uncertainty of the environment.

7.5. Study limitations

There were some study limitations. First, only one

aspect of environmental uncertainty was explored.

Second, generalizability of results may be limited

due to the low survey response. Third, conclusions

drawn from the data, while theoretically sound, are

based upon the perceptions of a single informant.

While CIOs are expected to be knowledgeable, study

results would have been more reliable if paired with a

second informant outside of the IT area. Although all

responses were anonymous, it is still possible that the

CIO responses are biased in favor of SISP benefits.

Fourth, while findings support a significant and mod-

erately strong relationship between both IT participa-

tion in business planning and IT plan-business plan

alignment with the use of IT for competitive advan-

tage, not all IT applications are the product of a formal

SISP process. Enterprise level systems, including

enterprise resource planning and customer relation-

ship management systems, may be mandated by

management and avoid a formal selection process.

These systems also depend upon an extensive re-

quirements analysis, implementation planning, and

change management that are often beyond the scope

of SISP.
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Appendix A. Item correlation matrix for final structural model

ENV1 ENV2 ENV3 INT1 INT2 INT3 INT4 DEP1 DEP2 DEP3 DEP4 DEP5 PAR1 PAR2 PAR3 PAR4 PAR5 ALN1 ALN2 ALN3 ALN4 ALN5 CA1 CA2 CA3 CA4 CA5

V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15 V16 V17 V18 V19 V20 V21 V22 V23 V24 V25 V26 V27

ENV1 V1 1.00

ENV2 V2 0.51 1.00

ENV3 V3 0.52 0.63 1.00

INT1 V4 0.13 0.15 0.16 1.00

INT2 V5 0.15 0.18 0.18 0.74 1.00

INT3 V6 0.11 0.13 0.14 0.56 0.64 1.00

INT4 V7 0.11 0.14 0.14 0.73 0.67 0.51 1.00

DEP1 V8 0.13 0.15 0.16 0.16 0.18 0.15 0.15 1.00

DEP2 V9 0.20 0.22 0.23 0.23 0.26 0.20 0.21 0.59 1.00

DEP3 V10 0.21 0.25 0.26 0.26 0.30 0.23 0.24 0.51 0.73 1.00

DEP4 V11 0.14 0.17 0.17 0.18 0.20 0.15 0.16 0.50 0.49 0.56 1.00

DEP5 V12 0.17 0.21 0.21 0.22 0.25 0.19 0.20 0.41 0.60 0.68 0.67 1.00

PAR1 V13 0.18 0.21 0.22 0.27 0.31 0.23 0.25 0.10 0.14 0.16 0.11 0.13 1.00

PAR2 V14 0.18 0.22 0.23 0.28 0.33 0.24 0.26 0.10 0.15 0.17 0.11 0.14 0.89 1.00

PAR3 V15 0.17 0.20 0.21 0.26 0.29 0.22 0.23 0.09 0.13 0.15 0.10 0.12 0.61 0.64 1.00

PAR4 V16 0.14 0.17 0.18 0.22 0.25 0.19 0.20 0.08 0.11 0.13 0.09 0.11 0.52 0.54 0.49 1.00

PAR5 V17 0.16 0.19 0.19 0.24 0.28 0.21 0.22 0.09 0.12 0.14 0.10 0.12 0.57 0.60 0.54 0.82 1.00

ALN1 V18 0.20 0.24 0.24 0.31 0.36 0.27 0.28 0.11 0.16 0.18 0.12 0.15 0.17 0.18 0.16 0.14 0.15 1.00

ALN2 V19 0.21 0.25 0.25 0.33 0.38 0.28 0.30 0.12 0.17 0.19 0.13 0.16 0.18 0.19 0.17 0.15 0.16 0.93 1.00

ALN3 V20 0.21 0.26 0.27 0.34 0.39 0.30 0.31 0.12 0.17 0.20 0.13 0.16 0.19 0.20 0.18 0.15 0.17 0.85 0.89 1.00

ALN4 V21 0.16 0.19 0.20 0.25 0.29 0.22 0.23 0.09 0.13 0.15 0.10 0.12 0.14 0.15 0.13 0.11 0.13 0.63 0.66 0.69 1.00

ALN5 V22 0.13 0.16 0.16 0.21 0.24 0.18 0.20 0.07 0.11 0.12 0.08 0.10 0.12 0.12 0.11 0.09 0.10 0.52 0.54 0.57 0.61 1.00

CA1 V23 0.16 0.19 0.19 0.23 0.27 0.20 0.21 0.40 0.24 0.28 0.19 0.23 0.29 0.30 0.27 0.23 0.26 0.31 0.33 0.34 0.26 0.21 1.00

CA2 V24 0.12 0.15 0.15 0.18 0.21 0.15 0.16 0.13 0.19 0.22 0.14 0.18 0.22 0.23 0.21 0.18 0.06 0.17 0.25 0.27 0.20 0.16 0.36 1.00

CA3 V25 0.14 0.17 0.17 0.20 0.23 0.18 0.19 0.15 0.21 0.25 0.16 0.20 0.25 0.27 0.24 0.21 0.23 0.28 0.29 0.30 0.23 0.19 0.41 0.31 1.00

CA4 V26 0.15 0.18 0.19 0.22 0.26 0.19 0.20 0.16 0.24 0.27 0.18 0.22 0.28 0.29 0.26 0.23 0.25 0.31 0.32 0.33 0.25 0.20 0.45 0.35 0.39 1.00

CA5 V27 0.18 0.22 0.22 0.27 0.33 0.23 0.24 0.20 0.28 0.32 0.22 0.26 0.34 0.35 0.32 0.27 0.30 0.37 0.38 0.40 0.30 0.24 0.53 0.41 0.47 0.52 1.00
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