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 Introduction
 Structural equation modeling (SEM) using LIS-
 REL, EQS, PLS or other second genel-ation
 data analysis techniques is increasingly being
 applied in MIS research. These techniques are
 important because they provide powerful ways
 to address key IS research problems such as
 understanding IT usage. However, they may
 lead to inappropriate conclusions if statistical cri-
 teria are permitted to drive analysis and override
 substantive understanding of a problem. The
 purpose of this note is to suggest the need for
 caution in the application of structural equation
 modeling and, in particular, to emphasize the

 need for substantive knowledge to drive model-
 ing, exploration, and interpretation of results.
 The application of SEM in the absence of well-
 developed substantive knowledge can lead to
 equivocal results and may distract researchers
 from promising research paths.

 An examination of two related publications ap-
 pearing in the MIS Quarterly (Adams, et al.,
 1992; Segars and Grover, 1993) provides an il-
 lustration of some potential pitfalls associated
 with data-driven SEM. Adams, et al. (1992) pro-
 vide a replication and independent validation of
 the ease of use (EOU) and usefulness (U)
 scales developed by Davis (1989) and Davis, et
 al. (1989) as the basis for the Technology Ac-
 ceptance Model (TAM). Using conventional con-
 struct validation techniques such as multi-trait
 multi-method analysis and exploratory factor
 analysis, Adams, et al. (1992) conclude that
 Davis' EOU and U scales are psychometrically
 sound. Then, using structural equation model-
 ing, they examined the relationship between
 EOU, U, and IT usage for various technologies
 and conclude that the relationships between the
 constructs are equivocal.

 Segars and Grover (1993) provide a critique of
 Adams, et al., correctly noting that unless the
 measurement model, which postulates the rela-
 tionship between observed measures (or indica-
 tors) and their underlying constructs, is both
 reliable and valid, its application in testing struc-
 tural relationships may lead to equivocal results.
 This can occur due to a confounding of substan-
 tive and measurement issues. Segars and Gro-
 ver (1993) go on to provide an excellent
 discussion of the merits of using SEM as a tool
 for construct validation. Then, to more fully ex-
 amine the possibility of measurement problems,
 using the Adams, et al., data, they provide a re-
 validation of the EOU and U scales by perform-
 ing a Confirmatory Factor Analysis (CFA). They
 conclude that there are measurement problems
 that the conventional construct validation tech-

 niques employed by Adams, et al., did not un-
 cover. We agree with this basic conclusion, but
 disagree with their attribution for the underlying
 causes' of the problem.

 Segars and Grover (hereafter S&G) attribute
 these measurement problems to, among other
 issues, the fact that a two-factor model consist-
 ing of ease of use and usefulness did not ade-
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 quately fit the data. To identify the sources of
 the poor fit, S&G performed an exploratory
 analysis of the electronic mail data collected by
 Adams, et al., guided by multiple empirical indi-
 cators of model misspecification provided by
 LISREL. They found a better-fitting model by
 eliminating two observed measures and then
 splitting the items used to measure perceived
 usefulness into two factors. One factor was
 identified as usefulness and the other as effec-

 tiveness. The new three-factor model (including
 usefulness, effectiveness, and ease of use) was
 then confirmed by cross validation with the
 Adams, et al. (1992) voice mail data (S&G, p.
 523). However, it is unclear both what the sub-
 stantive interpretation for this three-factor model
 is and how, if at all, the effectiveness factor
 might be incorporated into TAM. Since empirical
 tests of TAM (Adams, et al., 1992; Davis, 1989;
 1993; Davis, et al., 1989; Hendrickson, et al.,
 1993; Mathieson, 1991) have, for the most part,
 been supportive of the model, it is important to
 examine the dimensionality of usefulness more
 closely.

 Having done this, we derive two conclusions.
 First, as stated above, we agree with S&G that
 there were measurement problems in the
 Adams, et al., data; in our view these problems
 are likely due to a problematic item in the useful-
 ness scale. Second, we believe that the conclu-
 sion that the usefulness scale includes two

 separate dimensions is likely incorrect. Further-
 more, we believe that this conclusion resulted
 from the way in which the CFA was conducted
 and, more importantly, because statistical re-
 sults were used to drive decisions about the

 identification of constructs. Specifically, there
 are four issues that lead us to question their
 conclusions:

 1. The cross validation was not based on a

 sample of independent respondents and is
 thus biased toward confirmation of any
 model derived from one sample and applied
 to the other.

 2. The assessment of overall model fit for the

 two-factor model (i.e., usefulness and ease
 of use) and the three-factor model (i.e.,
 usefulness, effectiveness, and ease of use)
 were confounded by changing scales
 (through item deletion) and constructs in an
 additive fashion.

 3. The sample size in the calibration set (the
 electronic mail sample) was too small to
 provide a stable solution for the cross
 validation and thus may represent a chance
 event.

 4. Most importantly, there was no substantive
 theoretical rationale provided for the distinc-
 tion between the usefulness and effectiveness

 constructs. Rather, model modifications and
 identification of the effectiveness construct

 were guided largely by statistical considerations.

 Each of these points is expanded upon below.
 Then, to more fully examine whether the useful-
 ness scale proposed by Davis (1989) is multidi-
 mensional, the results of a separate CFA is
 provided using an independent data set drawn
 from 259 new voice mail users. The results of

 this analysis suggest that the Davis usefulness
 scale is, indeed, unidimensional.

 A Methodological and
 Substantive Critique

 Point 1: inappropriate cross
 validation

 Cross validation addresses the question of how
 well a solution obtained by fitting a model to a
 given sample will fit an independent sample
 from the same population. It typically begins by
 randomly splitting a sample into two subsam-
 ples. This provides two independent subsam-
 ples sharing similar statistical properties. One
 subsample is then used as a calibration set for
 model parameter estimation. These parameter
 estimates are then validated by holding them
 constant and applying them on the second sub-
 sample, which is referred to as the validation
 set. This is done to test the predictive accuracy
 of a fitted model, which may have provided a
 good fit to one data set by capitalizing on the
 peculiar characteristics of that data set. If the
 model is valid, the exact parameter estimates
 from the first data set should predict relation-
 ships in the new sample as well. Thus, cross
 validation can allow us to assess how well vari-

 ous models fit the "population" model.
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 A key assumption in using this approach is that
 the subsamples contain independent observa-
 tions (Mosier, 1951). In the S&G analysis, the
 electronic and voice mail samples are not statis-
 tically independent. Specifically, the 68 respon-
 dents in the voice mail sample all provided
 responses for the electronic mail sample as well
 (Adams, et al., p. 230). This overlap in respon-
 dents has the potential to bias the results in fa-
 vor of the validation of any data-driven model.

 In addition, S&G did not follow the traditional ap-
 proach of "tight" cross validation, where the pa-
 rameters obtained in the calibration set are fixed

 for the validation set, and model fits are then
 compared (Cudeck and Browne, 1983; MacCal-
 lum, et al., 1994). Instead, S&G performed a
 "loose" form of cross validation, which sets all
 parameters free to be estimated with the valida-
 tion set. Such a procedure automatically biases
 the results toward the more complex model, in
 this case the two-factor usefulness/effectiveness

 model, since the X2 test statistic must always
 produce a lower value (and thus, better fit indi-
 ces) for the more complex model. This situation
 is analogous to the increase in R2 that will occur
 when variables are added to a regression
 model.

 Point 2: item and construct
 confounds

 In our view, a key finding of S&G is that the poor
 fit obtained for the Adams, et al., data is due to
 the presence of a third underlying construct they
 term "effectiveness." S&G also note that an-

 other potential source of inadequate fit were two
 poor indicators (one for usefulness and one for
 ease of use). However, the analysis does not
 conclusively confirm the three-factor model
 since the re-analysis combines changes in the
 formation of the constructs and changes in the
 scales in an additive fashion, first splitting use-
 fulness into two constructs, then subsequently
 eliminating items from the usefulness and ease
 of use scales. Thus, the analysis suggests that
 all three changes together lead to an acceptable
 model fit. It does not directly support the conclu-
 sion that the addition of a third factor alone

 leads to an acceptable model fit. Indeed, S&G
 (1993, p. 522) note that a three-factor model
 based on the original scales, without item dele-

 tion, though improved over the two-factor model,
 still resulted in a poor overall model fit. Our own
 re-analysis suggests that item deletion alone
 would provide an acceptable fit for a measure-
 ment model, with usefulness represented as a
 single factor.

 Point 3: likelihood of capitalization
 of chance

 MacCallum, et al. (1992, p. 490) suggest that
 there ought to be "skepticism about gener-
 alizability of models resulting from data-driven
 modifications of an initial model." Specification
 searches, such as those performed by S&G,
 typically show inconsistent and unstable out-
 comes for sample sizes of 100 to 400 observa-
 tions (MacCallum, 1986). Subsamples of
 observations drawn from a larger sample will
 often suggest different modifications (MacCal-
 lum, et al., 1992). In other words, such specifi-
 cation searches produce unstable results that
 may highlight chance patterns in the data.
 Therefore, it is possible that the suggested
 separation of usefulness and effectiveness,
 which was driven by a specification search on a
 relatively small sample, may be due to chance.

 Point 4: lack of substantive

 knowledge and theoretical
 justification

 While we have pointed out certain technical limi-
 tations in the analysis, the key point that con-
 cerns us is the lack of a substantive, theoretical
 justification for the separation of usefulness and
 effectiveness. S&G (p. 524) state that there ex-
 ists a "certain degree of face validity" to the
 identification of the new effectiveness construct.
 It is not clear what the basis is for this state-

 ment. To our knowledge, there has not been
 any prior work to suggest how effectiveness is
 conceptually distinct from the "perceived useful-
 ness" construct. No definition of the effective-

 ness construct is provided, nor is it clear how to
 distinguish effectiveness from usefulness.

 According to Davis (1989, p. 320), perceived
 usefulness is defined as "the degree to which a
 person believes that using a particular system
 would enhance his or her job performance."
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 This is clearly reflected in the wording for the
 three items specified for that construct (e.g.,
 "Using . . . would make it easier to do my job").
 There are three main facets to these items (the
 behavior of system use, the context of "my job,"
 and the positive expectation linking system use
 to job performance). The items specified for ef-
 fectiveness seem to share the same properties
 ("Using . . . would enhance my effectiveness on
 the job"; Using . . . would improve my job per-
 formance"). Thus, it is unclear how these two
 items differ conceptually from the other three
 and thus, how effectiveness and usefulness
 might differ conceptually. Our argument is sim-
 ply that they do not and that the distinction may
 be due to statistical artifact. That such an out-

 come may occur when employing SEM tech-
 niques to drive model respecification is well
 documented. As MacCallum, et al. (1992) note,
 the methodological literature in SEM

 ... is replete with warnings that modifications
 must be substantively justified . . . . If a
 parameter is to be added to a model, the
 researcher must be able to provide a clear
 substantive interpretation of that parameter.
 This recommendation is intended to prevent
 the addition of meaningless parameters to a
 model simply for the purpose of improving
 goodness of fit to a particular sample (p. 491).

 MacCallum, et al. (1992) also note that even
 when substantive justifications for model modifi-
 cations are offered, there may be concern as to
 the rigor and validity of those justifications.
 Steiger (1990, c.f. MacCallum, et al., 1992) simi-
 larly states the problem as follows:

 What percentage of researchers would find
 themselves unable to think up a 'theoretical
 justification' for freeing a parameter? In the
 absence of empirical information to the
 contrary, I assume that the answer... is 'near
 zero' (p. 175).

 The advice given by MacCallum, et al. (1992)
 that a "clear and well-founded interpretation be
 offered for any modification " is important, and,
 we believe, represents a necessary condition for
 conducting specification searches. In this case,
 without such a justification it is impossible to as-
 sess the substantive merit of the separation of
 usefulness and effectiveness.

 To summarize, the suggestion that the per-
 ceived usefulness construct includes two dimen-

 sions, "usefulness" and "effectiveness," may be
 unwarranted. First, as indicated in points 1 to 3
 above, there are some technical problems with
 the analysis on which this conclusion is based.
 Second, and in our view more importantly, there
 is no readily apparent substantive rationale for
 splitting perceived usefulness into two distinct
 dimensions. To further test whether the useful-

 ness measure proposed by Davis is unidimen-
 sional or multidimensional, the results of a CFA
 are now examined based on a new, inde-
 pendent data set drawn from a larger sample of
 voice mail users.

 Re-Examining Usefulness
 and Effectiveness

 Using both our own data set and the original
 Adams, et al., data, our analyses will specifically
 examine whether Davis' (1989) single-factor
 usefulness scale is best modeled as one fac-
 tor-usefulness-or two factors-usefulness

 and effectiveness. To compare the one- and
 two-factor solutions several tests are presented:
 traditional sample-based tests of model fit; distri-
 bution-free resampling procedures (i.e., permu-
 tation analysis and bootstrap resampling); and
 two cross-validations-first, using the original
 Adams, et al., data as a calibration set and the
 new data as a validation set and second, per-
 forming a Monte Carlo study of 20 pairs of
 cross-validations based on random subsamples
 from the new data set. The use of these differ-

 ent techniques allows us to assess the confi-
 dence in our findings, and each addresses
 different methodological concerns. At the same
 time, we recognize that there are more analyses
 included here than are necessary to make our
 point. This has been done to illustrate the range
 of approaches that can be taken to model test-
 ing and to provide pointers to authoritative refer-
 ences in the literature that describe the

 techniques in greater detail.

 Covariance matrices are used for all analyses,
 and all tests were performed with both EQS ver-
 sion 4.02 (Bentler, 1992) and AMOS version 3.1
 (Arbuckle, 1993) using the Maximum Likelihood
 Estimation (MLE) procedure. Maximum Likeli-
 hood is the most appropriate estimation proce-
 dure given our sample size (Hu, et al., 1992). To
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 overcome the limitations of MLE with respect to
 multivariate normality we also examine results
 using distribution-free resampling. This latter ap-
 proach requires no assumption about statistical
 distribution and does not place the same limita-
 tions on sample size as other techniques. An
 examination of the consistency between the dif-
 ferent analyses allows us to assess the confi-
 dence that can be placed in the results.

 The new sample
 The new data set was obtained from a single or-
 ganization that had recently installed voice mail.
 Davis' (1989) ease of use and usefulness
 scales were included in the first part of a 120-
 item questionnaire. A total of 575 questionnaires
 were distributed, and 259 usable responses
 were returned, representing a 45 percent re-
 sponse rate. On average, the respondents had
 been using voice mail for less than a month, had
 sent 2.14 messages per day (standard devia-
 tion- s.d. = 2.07), and had received 4.49 mes-
 sages per day (s.d. = 4.87). Respondents came
 from various levels in the organization.

 Presentation of findings

 Overall Model Fit

 Using the measures suggested by S&G and our
 new data set, we first compare model fit and pa-
 rameter estimates of both a one-factor "useful-

 ness" only model and a two-factor "usefulness/
 effectiveness" model. The resulting fit statistics
 and parameter estimates are presented in Table
 1 and Figures 1 and 2 respectively. The X2 test
 statistics are not statistically different for the two

 models (Ax2 = 0.235; p > 0.6). Further, the cor-
 relation between the usefulness and effective-

 ness factors of .995 (as shown in Figure 2)
 suggests a lack of discriminant validity, that the
 two factors may be identical, and that they
 should be merged into a single factor. All fit indi-
 ces suggest that the single-factor model is as
 good as the two-factor model, and a number of
 them suggest that the single-factor model is bet-
 ter (see Table 1 e, k, I, m, and n) .

 Based on this analysis, the new data set sug-
 gests a good fit for the single-factor usefulness
 model. However, to provide a comprehensive

 Table 1. Fit Indices for the Single-Factor and Two-Factor Usefulness Model-New Data Set
 Guidelines Single-Factor Model Two-Factor Model

 a. x2 smaller is better* 34.66 34.43**
 b. Degrees of freedom 5 4

 c. Root Mean Square Residual <.05 0.045 0.045
 d. Joreskog & S6rborm GFI >.90 0.95 0.95
 e. Joreskog & Sorborm AGFI >.90 0.84 0.80
 f. Bentler-Bonnett normed >.90 0.98 0.98

 (NFI)
 g. Bentler-Bonnett >.90 0.96 0.95
 non-normed (NNFI)

 h. Bollen (delta 2) >.90 0.98 0.98
 i. McDonald centrality measure >.90 0.94 0.94
 j. Bentler Comparative Fit >.90 0.98 0.98
 k. Akaike Information Criterion smaller is better 64.67 66.43

 (AIC)

 I. Consistent AIC smaller is better 133.0 139.3
 m. Browne-Cudeck single smaller is better 65.4 67.2
 sample cross-validation

 n. Tight Cross-Validation Fit smaller is better 0.52 0.56
 o. p (permutation) <.05 + % invariant n/a 0.39

 (= .15 in this study)

 p. p (bootstrap) larger is better 0.014 0.003

 X 2 = 1424 for the baseline independence model, which assumes no relationship among the items.

 **Change in X 2 relative to the two-factor model is not significant (p >0.60).
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 Figure 1. Parameter Estimates for Single-Factor Usefulness Model Using New Data Set

 .995

 Figure 2. Parameter Estimates for Two-Factor Usefulness Model Using New Data Set
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 assessment, the properties of the data need to
 be taken into account. In our case, the scale
 items were univariate normal but, taken to-

 gether, violated assumptions of multivariate nor-
 mality. In addition, our sample, while larger than
 that used in prior studies of these constructs, is
 relatively small for this type of analysis. Given
 this we also employ supplementary analyses
 that are not sensitive to sample size limitations
 or distributional assumptions.

 Distribution-Free Resampling

 To test the proposed two-factor model, we per-
 formed a randomization test, permuting the use-
 fulness indicators to randomly create various
 two-factor models (see Edgington, 1987 for de-
 tails). If the two-factor effectiveness/usefulness
 model is supported, then it should fit better than
 models with two randomly created factors. Con-
 versely, if a large percentage of the randomly
 created models results in equal or better fit, then
 doubt is raised about the validity of the pro-
 posed two-factor model.

 Table 2. Model Discrepancy Fits For 20
 Cross-Validations Comparing the Single and
 Two-Factor Usefulness Model-New Data Set

 One-Factor Two-Factor

 Sample Model Model
 1* 1.13** 1.13

 2 0.42 0.49

 3 0.41 0.41

 4* 0.48 0.48

 5 0.42 0.47

 6* 0.54 0.54

 7* 0.72 0.72

 8 0.50 0.53

 9 0.47 0.61

 10 0.67 0.85

 11* 0.46 0.46

 12* 0.38 0.38

 13* 0.33 0.33

 14 0.51 0.51

 15 0.36 0.37

 16 0.41 0.43

 17* 0.18 0.19

 18* 0.39 0.39

 19* 0.94 0.94

 20* 0.63 0.63

 * Indicates instances where the two-factor model had correla-
 tions set at 1.

 ** Smaller values indicate better fit.

 Table 3. Covariance Matrix for Voice Mail

 Data From the Adams, et al., Study
 Make Enchance

 Job Increase My Improve job
 Easier Useful Productivity Effectiveness Performance
 2.282

 1.521 1.773

 1.897 1.582 2.598

 1.906 1.513 1.980 2.872

 1.812 1.529 1.950 2.395 2.901

 Excluding the proposed model there are 119
 permutations of the five items into two factors.
 The hypothesized usefulness/effectiveness model
 outperformed randomly created two-factor mod-
 els in only 12 (10 percent) of the 119 possible
 cases. Sixty of the random models resulted in
 inadmissible estimates. Forty-seven of the ran-
 dom combinations were either as good, or better
 than, the proposed two-factor model. Thus,
 there is approximately a 0.40 probability
 (47/119) that a randomly produced two-factor
 model will fit as well or better than the proposed
 usefulness/effectiveness model (see Table 1o).

 In addition to the randomization test, we per-
 formed a bootstrap resampling procedure. This
 is useful when normality assumptions are vio-
 lated and when sample size is relatively small
 (Bollen and Stine, 1992). Using the Bollen-Stine
 procedure for transforming the data, we per-
 formed 2000 bootstrap sample analyses for the
 one- and two-factor models. Each of the 2000

 analyses uses a different data set obtained by
 sampling 259 observations with replacement
 from our original data set. The results also sug-
 gest that the single-factor model is better than
 the two-factor model (Table 1p).

 Cross Validation

 Finally, we performed two sets of cross valida-
 tions. First, the Adams, et al., voice mail sample
 was used as a calibration set. The estimates

 (see Figures 3 and 4) were then used for predic-
 tion on the new data set. Tables 3 and 4 show

 the two covariance matrices. The results of the

 cross validation show that the single-factor
 model fits as well as the two-factor useful-

 ness/effectiveness model (see Table 1 n).

 For the second cross validation, as suggested
 by MacCallum, et al. (1994), we randomly split
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 Table 4. Covariance Matrix, Univariate, and Multivariate Statistics for New Voice Mail Data
 (n=259)

 Increase Enhance My Improve Job
 Make Job Easier Useful Productivity Effectiveness Performance

 2.467

 2.061 2.380

 2.082 1.928 2.464

 2.025 2.001 2.036 2.469
 2.043 1.910 2.186 2.067 2.669

 item mean 4.68 5.06 4.64 4.58 4.41
 skewness -0.74 -0.98 -0.67 -0.64 -0.57
 kurtosis -0.05 0.36 -0.17 -0.35 -0.46

 Mardia's Coefficient of Multivariate Normality (G2,P) = 31.0393; p<0.01.

 the new data set into two subsamples, using
 one as the calibration set and applying the re-
 sulting estimates to the second subsample as a
 validation set. This procedure was repeated 20
 times, using 20 randomly formed split samples.
 For all 20 cases, the single-factor model was
 equal to, or better than, the two-factor model
 (see Table 21). Overall, these results strongly
 suggest that the single-factor usefulness model
 fits the "true population" model better than the
 two-factor model.

 Concluding Remarks
 The purpose of this note has been to highlight
 problems that may result when statistical indica-
 tors drive substantive decisions in structural
 equation modeling. In particular, we raised con-
 cerns regarding the exploratory procedure used
 by S&G (1993). Our concerns were based on
 methodological limitations and, more impor-
 tantly, on the absence of substantive reasoning
 for the addition of effectiveness as a construct
 distinct from usefulness. We demonstrated
 through re-analysis of Adams, et al.'s (1992)
 original data and a new independent data set
 that the single-factor usefulness measure devel-
 oped by Davis (1989) has reasonable psy-
 chometric properties. Thus, our analysis
 suggests that there is no empirical support or
 substantive rationale for the separation of the
 usefulness construct into two dimensions.

 'The 40 covariance matrices used in this analysis are available
 from the first author upon request.

 We conclude by emphasizing our view that SEM
 techniques should be applied within a frame-
 work provided by substantive knowledge of the
 phenomena of interest (MacCallum, 1986; Mac-
 Callum, et al., 1992). In particular, researchers
 need to be extremely careful when performing
 specification searches. To do otherwise is to risk
 generating spurious results. We are not arguing
 that SEM techniques are inappropriate in MIS
 research. Quite the contrary, we believe that
 they are useful and applicable to a wide class of
 problems in IS research. The reasons for their
 application in construct validation and modeling
 have been well articulated by Segars and Gro-
 ver. We do, however, want to stress the need
 for careful attention to detail in utilizing these
 techniques, coupled with a strong focus on sub-
 stance and theory. Under these conditions the
 use of SEM should lead to valid conclusions.
 Finally, even if one is not well versed in such
 procedures, substantive and theoretical knowl-
 edge can be a strong ally, and researchers
 should be cautious in interpreting and reporting
 the results of any work based on SEM modeling
 that are not supported by substantive theoretical
 arguments.
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 Figure 3. Parameter Estimates for Single-Factor Usefulness Model Using Adams, et al., Data Set

 .890

 Figure 4. Parameter Estimates for Two-Factor Usefulness Model Using Adams, et al., Data Set
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