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ABSTRACT: As organizations increasingly utilize Web-based technologies to support 
customers better, trust in decision support technologies has emerged as an important 
issue in online environments. In this study, we identify six reasons users trust (or do 
not trust) a technology in the early stages of its use by extending the theories of trust 
formation in interpersonal and organizational contexts to that of decision support 
technologies. We study the particular context of decision support technologies for 
e-commerce: online recommendation agents (RAs), which facilitate users’ decision 
making by providing advice on what to buy based on user-specified needs and pref-
erences.

A laboratory experiment is conducted using a multimethod approach to collect 
data. Both quantitative data about participants’ trust in RAs and written protocols 
that explain the reasons for their levels of trust are collected. A content analysis of the 
written protocols identifies both positive and negative trust attributions that are then 
mapped to six trust reasons. A structural equation modeling analysis is employed to 
test the causal strengths of the trust reasons in explaining participants’ trust in RAs. 
The results reveal that in the early stages of trust formation, four positive reasons 
(i.e., knowledge-based, interactive, calculative, and dispositional) are associated 
with higher trust in RAs and two negative reasons (i.e., calculative and interactive) 
are associated with lower trust in RAs. The results also demonstrate some distinctive 
features of trust formation with respect to decision support technologies. We discuss 
the research and practical implications of the findings and describe opportunities for 
future research.
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ORGANIZATIONS INCREASINGLY PROVIDE WEB-BASED decision support technologies to 
customers to improve their online experiences [21, 66]. The key to the ultimate suc-
cess of such support technologies is the users’ trust in them [12, 16, 27, 46, 66]. It 
has been widely recognized that trust is an important factor in business-to-consumer 
(B2C) e-commerce, and although considerable research on trust in both offline and 
online environments has been undertaken (e.g., [39, 41]), the reasons users trust deci-
sion support technologies for e-commerce remain an unexplored topic. Thus, the main 
goal of this study is to reveal users’ attributions of trust in online decision support 
technologies by extending the theory of interpersonal and organizational trust, as well 
as by taking into consideration the characteristics of human–computer interactions. 
This is an important research topic in that it will inform scholars and designers of how 
individuals interact with technology to assess its trustworthiness and provide guidelines 
for the design of trustworthy technologies.

The formation of trust is a complex phenomenon. Conjunctive reasons are involved 
when forming certain beliefs (e.g., trust) [23, 31]. Prior research suggests that trust 
can be attributed to a variety of causes, such as dispositional, calculative, institutional, 
and knowledge-based reasons (e.g., [14, 43]). In this study, we identify the reasons 
the user trusts (or does not trust) an online decision support technology. The theory of 
social responses to computers developed by Reeves and Nass [51] and the empirical 
work they and their collaborators have conducted suggest that people treat computers 
as if they are social actors, thus they generally respond to them based on the rules that 
apply to social relationships. Therefore, we contend that many of the trust findings in 
interpersonal contexts are applicable to the online decision support technology domain; 
hence, they constitute the major theoretical foundation of the present study.

As an exploratory research endeavor, this study was conducted in the specific context 
of recommendation agents (RAs) to assist consumers in online decision making. RAs 
are Internet-based software programs that carry out a set of operations on behalf of 
users and provide decision advice based on users’ needs, preferences, profiles, and 
previous shopping activities [2]. RAs are becoming increasingly prevalent in a wide 
range of Web sites because they help buyers and sellers reduce information overload 
[32, 38] and improve the quality of purchase decisions [22, 24]. RA technologies have 
been implemented by a variety of organizations, including Yahoo and Amazon.com, 
to provide value-added services to consumers. Demonstrating the importance of RAs, 
the Economist (June 4, 2005) reported that eBay paid $620 million for Shopping.com, 
an online shopping comparison site that provides recommendation services.

RAs facilitate consumers’ decision making by taking over some of their decision 
tasks (e.g., narrowing down the consideration set with products that fit consumers’ 
preferences). However, consumers may have several trust-related concerns, such as 



ATTRIBUTIONS OF TRUST IN DECISION SUPPORT TECHNOLOGIES     251

[28, 66]: Does an RA have the ability to understand their needs? Is it aware of all of the 
products available in the market? Is it biased favorably toward certain manufacturers 
or vendors? These concerns can diminish customers’ trust in RAs and, accordingly, 
their utilization. In online environments, these concerns are not uncommon, due to 
the lack of proven guarantees that e-vendors or RA providers will not engage in op-
portunistic behaviors [18]. Consequently, consumer trust is one of the most important 
factors determining the effectiveness of RAs, as revealed in a focus group study [1].

Trust evolves with the interaction between users and technologies (e.g., [35]). In 
this study, we focus on the early stages of trust formation when consumers use and 
interact with an RA for the first time, a time during which users’ perceptions of the 
uncertainty and risks inherent in RA use are particularly salient [42]. Sufficient trust 
is needed to overcome these perceptions; otherwise, users may easily switch to other 
Web sites or RAs by a single mouse click [66]. Hence, while the evolving and ongo-
ing nature of trust is equally important, in this study, the focus is on trust formation 
at the early stage of interaction with RAs.

In this study, we combined a qualitative approach with quantitative analysis in a 
multimethod approach [45]. We collected both qualitative and quantitative data. To elicit 
users’ trust attributions, qualitative data (i.e., written protocols provided by participants 
to justify their extent of trust in an RA) were collected in a laboratory setting. In addi-
tion, participants’ trust in the RA were measured using Likert-type scales to examine, 
by utilizing a structural equation modeling analysis, the causal strengths of the trust 
attributions identified from the written protocols.

Trust in Online Recommendation Agents

THE RECENT LITERATURE ON INFORMATION SYSTEMS has discussed four general approaches 
to defining trust [18, 41]: a belief or a collection of beliefs [8], emotional feelings [27], 
an intention [39], and a combination of these elements [41]. Several comprehensive 
reviews on the trust literature have already been published (e.g., [18, 39, 41]). In 
particular, we focus on trusting beliefs in this study (i.e., the first approach) because 
they have been identified as important mediators that influence trusting intentions 
[34, 41].

Trusting beliefs concerning a decision support technology include one’s perceptions 
about the competence, benevolence, and integrity of the technology. According to 
McKnight et al. [41], in the context of RAs, competence belief refers to the consumer’s 
perception that an RA has the skills and expertise to perform effectively in specific 
domains, benevolence belief is the consumer’s perception that an RA cares about him 
or her and acts in his or her interest, and integrity belief is the perception that an RA 
adheres to a set of principles (e.g., honesty and keeping promises) generally accepted 
by consumers.

The nomological validity of trust in RAs, as defined above, has been confirmed by 
Wang and Benbasat [66], who tested an integrated trust–TAM (technology acceptance 
model), and by Komiak and Benbasat [27]. During initial interactions with an RA, 
consumers form a certain level of trust in the RA which influences their intentions to 
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adopt it. There exists ample theoretical and empirical evidence that people respond 
socially to RAs and that they perceive RAs as exhibiting human-like characteristics 
(e.g., benevolence and integrity). Although human properties do not intrinsically 
exist in RAs, the salient fact is that they are perceived as such by those who interact 
with them [51].1

Hypotheses Development

TRUST IS A SOCIAL CONSTRUCTION THAT ORIGINATES from interpersonal relationships [35]. 
Due to its relationship-based nature, it has been argued that trust is multifaceted and 
that the formation of trusting beliefs involves conjunctive underlying reasons [23, 31]. 
The multiple reasons can complement each other to justify the extent of trust in a target 
[31]. Therefore, trust in an RA can be attributed to multiple causes. Drawing on research 
from a variety of disciplines (e.g., psychology, sociology, economics, marketing, and 
organizational science), the theories on trust formation shed light on the reasons why 
trust is formed in various contexts [14, 18, 35, 43, 68]. Based on a comprehensive 
review, we identified six of the most prominent reasons—dispositional, institutional, 
heuristic, calculative, interactive, and knowledge-based reasons.2 A summary of these 
reasons and the related literature is reported in Table 1. Their association with users’ 
extent of trust in RAs will be discussed extensively in this section.

In this study, we focus on the formation of trust in an RA in the early stage dur-
ing which users interact with the RA for the first time. Many previous studies have 
investigated initial trust formation in which users do not have any experience with 
trust targets (e.g., [43]). Initial trust develops through nonexperiential influences (e.g., 
dispositional and institutional). The trust formation in an early stage extends past the 
initial stage and is also influenced by experiential factors.3 In the context of system 
troubleshooters’ trust in their supervisors, McKnight and Chervany [40] found that 
both experiential and nonexperiential factors influence trust. Therefore, the trust 
reasons that are investigated in this study relate to both experiential (e.g., interactive 
and calculative) and nonexperiential factors.

Furthermore, people often experience ambivalence in their evaluation toward a trust 
target [9, 50]. Lewicki et al. argued that simultaneous positive and negative cognitions 
and assessments exist during the formation of a trust relationship: “Relationships are 
multifaceted or multiplex, therefore enabling parties to hold simultaneously differ-
ent views of each other—views that may be accurate but, nonetheless, inconsistent 
among them” [36, p. 442]. Lewicki et al. contended that although parties may pursue 
consistency and the resolution of inconsistent views, the more common state of trust 
formation is “not one of balance but, rather, of imbalance, inconsistency, and uncer-
tainty” [36, p. 444]. Therefore, when users interact with an RA, the ambivalence in 
their cognitive assessments will produce both positive and negative reasons. Positive 
reasons will be associated with a higher level of trust and negative reasons will be 
associated with a lower level of trust.
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Dispositional Reason

A dispositional reason is based on an individual’s general predisposition to trust other 
parties [18, 39, 43, 53]. Dispositional factors play an important role in the early stages 
of trust relationship formation when no previous interaction history exists to judge 
the other party’s trustworthiness [18, 39]. Accordingly, in the absence of previous 
experience with a decision support technology, users’ general tendency to trust oth-
ers influences their cognitive assessment of trust in the technology [34]. Evidence 
from both laboratory and field studies indicates that people differ significantly in 
their general tendencies to trust technologies [28, 29]. Some individuals are inclined 
to trust a technology, whereas others may be unwilling to trust it regardless of the 
circumstances that would support doing so. Therefore, higher trust in an RA can be 
attributed to a dispositional tendency to trust a technology (i.e., a positive dispositional 
reason) whereas lower trust can be attributed to a dispositional unwillingness to trust 
the technology (i.e., a negative dispositional reason).

Hypothesis 1: A dispositional reason (positive or negative) is associated with the 
extent of trust (higher or lower) in RAs.4

Institutional Reason

Institution-based trust is associated with societal structures (e.g., legislation, rules, 
guarantees, and third-party assurances) that people believe will make an environ-
ment trustworthy [18, 41, 48, 55, 68]. The institutional safeguards produce a sense of 
security that leads to the increase of trust in others in a particular circumstance (e.g., 
Web-based environments). In contrast, in the absence of institutional safeguards, trust 
in RAs will be inhibited because there is a lack of external assurance that the RA will 
not engage in opportunistic behavior in online environments, especially when users 
interact with the RA for the first time.

A widely studied institutional safeguard is structural assurance [41, 43]. Structural 
assurance is an assessment of trust based on contextual conditions, such as regula-
tions, guarantees, promises, legal guidelines, or protective procedures [43, 68]. In 
the context of this study, for instance, an e-vendor who provides the RA may or may 
not provide guarantees for the quality of its services. Even when such guarantees are 
provided, consumers may or may not be aware of them. As a result, we contend that 
when interacting with RAs, trust in RAs can be attributed to institutional factors.

Hypothesis 2: An institutional reason (positive or negative) is associated with the 
extent of trust (higher or lower) in RAs.

Heuristic Reason

Trust may arise from heuristic cues, such as first impressions, and be transferred from 
other sources (e.g., [25, 43]). A heuristic reason does not involve the users’ systematic 
processing of their experiential interactions with an RA or information about an RA 
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per se. According to the theory of swift trust, heuristic cues can generate trust quickly 
even prior to having firsthand experiences [25, 44].

Particularly, when interacting with an RA, the look and feel of the technology influ-
ence users’ trust in it [28]. A pleasant and friendly interface indicates that an RA has 
been designed to “care” about users’ feelings and the effort users would spend using 
the RA. In addition, it also illustrates that the RA “invests” effort in developing the 
RA–user relationship [18]. In contrast, an unfriendly interface may trigger negative 
cognitions leading to trust reduction. Hence, consumers will utilize heuristic cues, 
including their impressions about the interface of an RA, when forming their trust 
in it.

In addition, trust can be transferred from one entity to another [14, 59]. When con-
sumers interact with an RA for the first time, they identify other entities and heuristic 
cues closely associated with the RA (e.g., a general impression about the Web site 
or the reputation history of the e-vendor) to infer its trustworthiness. A trustworthy 
source will increase the consumers’ trust in the RA, whereas an untrustworthy source 
may be associated with lower trust.

Hypothesis 3: A heuristic reason (positive or negative) is associated with the 
extent of trust (higher or lower) in RAs.

Calculative Reason

The calculative reason refers to the consideration of the costs or the rewards associated 
with a trustee acting in an untrustworthy way [14, 35]. If the benefits of acting in an 
untrustworthy way exceed the costs of being caught and “penalized,” then consumers 
may infer that the trustee could not be trusted. Gefen et al. [18] found that calcula-
tive-based beliefs affect consumer trust in e-vendors. In the context of this study, RAs 
might be designed to provide biased recommendations. If users can identify or are 
suspicious of such a possibility, they might stay away from particular e-vendors and 
their trust in RAs might be lower.

On the trustor’s side, Tan and Thoen [60, 61] provided a different perspective on 
the calculative reason. They contended that individuals will judge their own gain 
from the trusting relationships with others as well as the potential risks involved. 
The calculative reason reflects mental states comparing the gain and the risks with 
some thresholds, or making trade-offs between gains and risks. These considerations 
are especially relevant in the context of decision support technologies, which benefit 
users by facilitating their decision making. In addition to risk considerations that are 
widely recognized as salient factors influencing trust formation [39], in a task-based 
context, utility assessments are among the most important components of relation-
ship building and the parties who present the highest utility and perceived value will 
be characterized as trustworthy [3]. Users will arrive at a positive overall evaluation 
of an RA when they perceive it to be useful, which in turn reinforces and enhances 
their trust in the RA.

In sum, there are many calculative factors influencing users’ trust when using deci-
sion support technologies, including RAs. The relative benefits and costs of an RA 
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behaving in an untrustworthy manner will be judged via the calculative consideration. 
When the benefits outweigh costs (i.e., a negative reason), trust in RAs will be lowered. 
Similarly, users will assess their own benefits and costs of interacting with the RA, 
which will increase or reduce their trust in the RA accordingly. Therefore, we posit:

Hypothesis 4: A calculative reason (positive or negative) is associated with the 
extent of trust (higher or lower) in RAs.

Interactive Reason

Zucker [68] noted that people assess another party’s behavior and performance during 
their interactions, thus forming trust based on their interactive experiences with the 
RA. Particularly, users’ expectations about the behavior and performance of the RA, 
their control over the RA, and the verification of the recommendations from the RA 
will influence their assessment of trust in the RA [29].

Expectation

Consumers use their expectations as a benchmark to judge the trustworthiness of RAs 
[29]. As Kramer stated, “individuals’ judgments about others’ trustworthiness are 
anchored, at least in part, on their a priori expectations about others’ behavior” [29, 
p. 576]. Consumers trust an RA when it behaves as they expected [17]. When an RA’s 
actions do not conform to their expectations, trust in the RA will be lower [35].

The self-efficacy theory [4] posits two kinds of expectancy beliefs: outcome expecta-
tions (beliefs that certain outcomes will be generated) and efficacy and process expecta-
tions (beliefs about whether or not an RA can effectively perform the behavior necessary 
to produce a desired outcome). Similarly, consumers form two types of expectations 
when using RAs. First, they form outcome expectations, which are directed to the final 
recommendations provided (e.g., “I think the RA should recommend several Olympus 
cameras”). When the recommendations match their expectations, trust emerges; other-
wise, it might decline. The second type of expectation includes process and behavior 
expectations, which concern the expected “activities” that an RA conducts in order to 
achieve certain outcomes (e.g., “The RA should ask me about my brand preferences”). 
Consumers may use their own knowledge to generate expectations regarding RA be-
havior. When an RA behaves in an expected way, trust in the RA will be higher.

Control

In addition to expectations, users’ control over a technology is another source induc-
ing trust. In organizational contexts, Das and Teng [13] and Luhmann [37] proposed 
a theory concerning the relationship between trust and control. Control mechanisms 
can influence trust by reducing the level of uncertainty: “the attainment of desirable 
goals becomes more predictable” [13, p. 493]. This reduction of uncertainty applies to 
the early stage of trust formation with an RA when the user faces many uncertainties 
about using the RA. Control over an RA decreases the likelihood that consumers will 
be misguided by the RA, and thus the consumers are more likely to trust the RA [28]. 
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Consumer control over an RA may arise from the choices that are provided by the RA, 
the tendency of the RA to influence the consumers’ decision making, the consumers’ 
opportunity to express their needs, and similar factors as suggested by Silver [56].

Verification

The potential to verify the performance of an RA using other resources can facilitate 
consumers’ trust in the RA [15]. In the early stages of a relationship, when consumers 
lack the knowledge to check the credibility of the RA and when they do not have an 
interaction history to rely on, they may consult a trusted third party [28]. For example, 
by contacting their friends or independent product reviewers, consumers can verify if 
the recommendations provided are good and if the RA’s claims are true. In contrast, 
the absence of a third party to validate the advice provided by the RA makes the 
verification process difficult, thereby reducing trust [15].

An examination of the above factors demonstrates that users’ interactive experiences 
with an RA constitute a rich foundation when forming trust in the RA. This reflects 
some distinctive aspects of human–computer interactions [33]. Unlike interacting with 
a person, users can freely test, manipulate, and have control over a technological arti-
fact, as long as these actions are allowed, and then exercise their trust judgment [28]. 
However, when the interaction with an RA is very restricted (i.e., a negative interactive 
reason), users may have a negative assessment of the RA, leading to a lower level of 
trust. Therefore, trust in an RA can be attributed to an interactive reason.

Hypothesis 5: An interactive reason (positive or negative) is associated with the 
extent of trust (higher or lower) in RAs.

Knowledge-Based Reason

Trust develops when one gains knowledge about a trustee [18], allowing one to inter-
pret and predict a trustee’s behavior [14, 35]. A knowledge-based reason refers to the 
deliberation on the information about a trustee [18, 35]. In addition to informational 
sources, knowledge about the trustee accumulates when a trustor is more familiar with 
the trustee. However, because we focus on the early stage of trust development before 
users have become familiar with an RA, the information and explanations about the 
RA are the primary triggers of the knowledge-based trust reason.

It is worthwhile to note that the knowledge-based reason is different from an inter-
active or heuristic reason. As opposed to an interactive reason, it is not necessary to 
interact with an RA to obtain explanations or information about the RA, which can 
be provided as stand-alone facilities. For example, explanations about the nature of 
the product database that an RA searches and about the strategy that the RA uses to 
generate recommendations can be delivered to users before they interact with the 
RA. Nevertheless, explanations and information about an RA can also be gained 
from interacting with the RA. Then, there are two possible triggers of trust. One is 
the processing of the explanations and information contents, and the other is the way 
to get the explanations and information (e.g., whether or not the explanations can be 
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easily retrieved). The former mainly helps the user understand the inner workings of 
the RA. Therefore, it will trigger the knowledge-based reason. In the latter case, the 
user mainly focuses on the interaction with the RA. Hence, the interactive reason 
will be involved.

Furthermore, although a heuristic reason may also be triggered by informational 
sources, it does not center on the RA per se (i.e., information about other parties that 
are associated with the RA). In contrast, a knowledge-based reason involves a central 
processing of explanations and information about the RA per se.

Information asymmetry is a major obstacle to trust due to the agency relationship 
between consumers and RAs [67]. In the absence of adequate explanation facilities 
about the RA’s actions (i.e., its procedures for generating recommendations) and its 
“motives” for eliciting users’ requirements, users are unable to ascertain RAs’ compe-
tence and “motivation” [67]. Explanations are important components of decision sup-
port technologies, including RAs, because by making the performance of technologies 
transparent to their users, they improve user trust in the systems [20, 34, 67].

In particular, the provision of explanation facilities and information about an RA in-
dicates its openness and willingness to share information [13, 67]. Information sharing 
reduces behavioral uncertainty, and it in turn further increases trust [67]. Deliberation 
on the information and explanations prompts trust due to a positive knowledge-based 
reason. In contrast, when limited information and explanations are provided (i.e., a 
negative reason), trust in RAs will be lower.

Hypothesis 6: A knowledge-based reason (positive or negative) is associated with 
the extent of trust (higher or lower) in RAs.

Research Method

TO INVESTIGATE THE CAUSAL STRENGTHS OF THE six hypothesized reasons about trust in 
RAs, we conducted a laboratory experiment to gather qualitative and quantitative data. 
After the experimental tasks, the participants’ trusting beliefs (competence, integrity, 
and benevolence) were captured using Likert-type scales. Moreover, participants 
were asked to provide written answers to several open-ended questions to justify their 
trust levels (to gather written protocol-based qualitative data). The written protocols 
were coded to identify participants’ trust attributions, which were mapped to the six 
trust reasons. Then, we conducted a structural analysis to test the causal strengths of 
the trust reasons. Combining a qualitative approach with quantitative analysis in a 
multimethod approach minimizes the threat of monomethod variance, goes beyond 
mere self-reports, and increases the robustness of the results [45].

Description of the Experimental Recommendation Agents

An RA for digital cameras was developed for this study. Building a new RA, rather 
than using one that is currently available from a commercial Web site, ensures that it 
would be novel to all the participants, thereby allowing the study to remain focused 
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on trust formation in an early stage. The RA was similar to those used in other studies 
(e.g., [54]) and in leading commercial applications (e.g., MyProductAdvisor.com). 
To elicit participants’ needs and preferences, the RA used one of the most popular 
approaches, that is, RA–user dialogues [54], in which the participants responded to 
RA’s questions regarding their needs and product preferences.5 After the RA elic-
ited participants’ requirements in the consultation dialogue, most of the participants 
received several pages of recommended products, with each page containing five 
products.6

The RA implemented in this research is a typical application of an online decision 
support technology [66]. For a different type of technology, the relative causal strengths 
of the reasons about trust in the technology may vary. For example, although the RA 
provides personalized advice and solutions that are similar to an infomediary Web site, 
it requires more interaction between the RA and the user. Thus, users need to supply 
their needs and requirements via their interaction with the RA, and they may adjust 
their inputs after examining the recommended choices. Accordingly, the interactive 
reason may be more influential in forming trust in RAs than infomediary Web sites. 
This study focuses on decision support technologies, but the examination of different 
types of technologies, though interesting, is beyond the scope of this study.7

Moreover, the RA was provided by the Web site that offered the products rather 
than a third party. We informed the participants about this prior to the experimental 
tasks. When an RA is provided by the vendor rather than a third party, trust in the 
RA would be a more salient issue because a third party is less likely to be biased in 
providing recommendations.8

The experimental RA was employed to conduct a series of experiments. One ex-
periment was to investigate the extent to which trust in an RA can be enhanced by 
explanation facilities. The results were reported in Wang and Benbasat [67]. The data 
for the present study were originally collected in the experiment for that earlier study. 
The ability to explain knowledge and reasoning, referred to as explanation facilities, 
has been recognized as one of the critical components of intelligent and knowledge-
based systems since their inception [20]. Three types of explanation facilities (how 
explanations, why explanations, and guidance) were made available using a 2 × 2 × 2 
full factorial design, in which each explanation type was either available or not. The 
design generated eight experimental RAs with different combinations of explanation 
facilities to produce an adequate level of variance in the three trusting belief scores: 
average trust scores ranging from 3.0 to 8.0 (on a nine-point scale) with a mean of 
5.9 and standard deviation of 1.1 (for details and findings, see [67]).

Experimental Tasks, Procedures, and Incentives

One hundred and twenty students were recruited from a large North American uni-
versity. In the experiment, a research assistant first trained the participants on how 
to use and navigate the interface assigned to them using a tutorial RA with the same 
features as those of the experimental RA randomly assigned to the participants.9 During 
the training session, no participants reported that they had used the RA before. Next, 
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we asked each participant to complete two tasks with the assistance of an RA; first, 
to choose a digital camera for a good friend and, second, to select another one for a 
close family member. The order of the two tasks was counterbalanced. No time limit 
was placed for the completion of either of the tasks. We used two tasks instead of 
one in order to ensure that the participants interacted with the RA sufficiently to offer 
informed judgments about the RA.10 After they completed the two tasks, we asked them 
to respond to a questionnaire, which included three scales to measure their competence, 
benevolence, and integrity beliefs in the RA, and to answer the following: (1) Do you 
believe in the virtual advisor’s11 competence? Why? (2) Do you believe in the virtual 
advisor’s benevolence? Why? and (3) Do you believe in the virtual advisor’s integrity? 
Why? These three questions correspond to the three belief components of trust in RAs, 
as discussed in the second section (i.e., competence, benevolence, and integrity). The 
definitions of the three trusting beliefs (from Merriam-Webster’s Collegiate Diction-
ary, 11th edition) were also provided to the participants. The participants’ answers to 
these questions were later analyzed to identify their trust attributions.

Each participant was rewarded $15 for his or her participation. To motivate the 
participants to treat the experiment as a serious online shopping session and to 
increase their involvement, we offered the top 25 percent of the performers an ex-
tra $25, and offered the participant with the best performance another extra $200. 
The main criterion for the judgment of performance was the extent to which the 
participants’ justifications were appropriate and convincing to support their choice 
of a particular digital camera. The use of extra incentives to increase involvement 
is a well-accepted and commonly used method for experimental studies to increase 
experimental realism [6].

Coding of Written Protocols

A content analysis of the written protocols (i.e., participants’ answers to the essay 
questions) was employed. Before coding the protocols, each written protocol was first 
broken into episodes (units of coding) in which each episode contained at most one 
trust attribution. Then, we mapped the trust attributions identified from the written 
protocols to the six reasons. The first author and a research assistant (a Ph.D. candidate 
in management information systems) coded the protocols independently. The research 
assistant was familiar with the literature on trust and was provided with the definitions 
of the different types of trust attributions.

We conducted a series of pilot tests to ensure that (1) the coding scheme covered all 
of the reasons involved in the formation of trust in RAs, and that (2) the two judges 
shared a common and valid understanding of the six reasons. A high intercoder agree-
ment will not be reached without a common and proper understanding of these reasons. 
The pilot analysis revealed that the participants’ attributions contained both positive 
and negative ones. For example, the provision of a certain type of explanation about 
RAs (e.g., explanation on the line of reasoning of an RA) triggered a positive cognitive 
deliberation that enhanced trust, while the lack of other explanations prompted a nega-
tive cognition that inhibited trust. Accordingly, for each episode, each judge decided on 
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(1) which reason it related to, if any, and (2) whether it could be mapped to a positive 
or negative reason. Some episodes were coded as “no reason involved in.”

Six rounds of pilot coding were conducted. For each round, the protocols from 
three randomly chosen participants were analyzed, and the discrepancies between the 
two coders were resolved by a meeting of the coders. Intercoder agreements steadily 
increased after each round of pilot coding. In the last round of pilot coding, the raw 
agreement rate reached a high rate of agreement at 0.85 [30].

For each participant, the coding results provided the number of episodes related 
to each of the 12 categories of reasons (six positive ones and six negative ones). On 
average, each participant provided about six episodes for the three questions. Around 
65 percent of the episodes were related to positive reasons, and 35 percent were related 
to negative reasons. Examples from the written protocols are listed in Table 2.

To assess the reliability of the coding scheme and to ensure the validity of the 
analysis, Cohen’s kappa coefficient was used to measure the intercoder agreement 
[11]. The kappa coefficient of coding of all episodes was 0.79, indicating a high 
agreement between the two coders.12 The close agreement demonstrates that the at-
tributions in the coding scheme are not only theoretically independent of one another 
but also exhibit high discriminant validity. By aggregating the attributions identified 
in all the protocols, the distributions of positive and negative reasons are summarized 
in Tables 3 and 4.

Findings of the Structural Analyses

TO TEST THE HYPOTHESES, STRUCTURAL ANALYSES were conducted to examine the rela-
tive causal strengths of the trust reasons. For the structural analyses, we used partial 
least squares (PLS), as implemented in the PLS-Graph version 3.0. PLS is especially 
suitable for studies in the stage of theory building [5]. It does not require the normal 
distribution of data for estimating parameters. In this study, the number of episodes 
for a trust attribution was not normally distributed.

PLS analyses used each participant as a unit of analysis, and the episodes for the 
three trusting beliefs (competence, integrity, and benevolence) provided by a participant 
were combined. The six positive reasons and the six negative reasons were modeled 
as exogenous variables, and trust was modeled as an endogenous variable. For each 
participant, the input value of a reason (positive or negative) was the total number of 
the episodes signifying the reason (i.e., instances of a positive or negative reason). The 
multi-item trusting belief measures of trust collected after the two experimental tasks 
were completed were modeled as reflective indicators of trust in an RA. The measures 
for the three trusting beliefs in RAs that were developed and validated by Komiak 
and Benbasat [27] were adopted for the current study. The validity and reliability of 
the measures were confirmed by Wang and Benbasat [66]. These measures have good 
reliabilities (Cronbach’s alphas > 0.70) and satisfactory discriminant and convergent 
validity. In an earlier analysis, we used PLS to assess the psychometric properties of 
the trust measures.13 An examination of the item loadings, composite reliability of 
constructs, and average variance extracted (AVE) all reveal strong positive loadings 
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Table 2. Examples of Episodes Related to Positive/Negative Reasons

Reason/source Examples

Dispositional reason Positive: “I think that I do believe in the competence of the
[18, 29, 39, 43, 53] virtual advisor because, well, I trust high-tech things.” 
 “. . . since it is a machine software program, I don’t have 
 to worry about too many things.”
 Negative: “However, in most websites, electronic advisors 
 might be biased.” 
 “I would prefer speaking to a real human being and 
 explaining my needs to him/her to using a computer 
 program.”

Institutional reason Positive: “. . . and there is a money back guarantee.”
[18, 39, 41, 43, 47,  “. . . as well there is guarantee for receiving the product.”
48, 55, 68] Negative: “Also, there is no guarantee when purchasing 
 the product through Internet shopping.”
 “. . . because there is always some risk when purchasing 
 products online.”

Heuristic reason Positive: “. . . and because I had a good overall
[14, 18, 25, 28, 44] impression of the website.” 
 “Yes, because it is user-friendly and . . .”
 Negative: “I would have some drawbacks on this because 
 the online store doesn’t really have a long reputation 
 history.” 
 “But a cartoon character might have been nicer; this 
 virtual advisor is not ‘physically attractive.’”

Calculative reason Positive: “. . . it has no reason to hide any information
[3, 14, 18, 60, 61] from me or to try ‘pushing’ a certain product to make a 
 quick sale.”
 “The advisor does provide a useful service.”
 Negative: “. . . but it wasn’t as useful to the extent of a 
 salesperson.”

Interactive reason Positive: “Yes, because his recommendations match my
[13, 28, 29, 35, 37,  expectations and prior knowledge of digital cameras.”
43, 58, 68] “. . . you can always change your answers if the camera 
 they have chosen does not suit your needs.”
 Negative: “It would be better if the advisor can provide 
 some outputs of the cameras, so that the customers can 
 really see the qualities of the cameras.” 
 “I want to consider more choices when I am buying a 
 digital camera.”

Knowledge-based  Positive: “Yes, the how explanations presented all his
reason reasonable reasoning in choosing the cameras.” 
[13, 14, 18, 28, 35, 67] “. . . because the virtual advisor provided all the important 
 information about the product.”
 Negative: “. . . but I would like more explanations, so that 
 people like me (who don’t know anything about digital 
 cameras) would benefit more.”
 “I need more information about the products and their 
 differences.”
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Table 3. Percentage Distribution of Positive Trust Reasons (n = 120) (in percent)

Reason Competencea Benevolencea Integritya Averageb 

Dispositional  3.1 6.9 8.3 6.1
Institutional  0.4 1.6 3.3 1.7
Heuristic  7.0 8.5 10.0 8.5
Calculative  26.5 25.2 13.3 21.8 
Interactive  27.6 41.9 43.6 37.5 
Knowledge based  35.4 15.9 21.6 24.5
Total 100.0 100.0 100.0 100.0

Notes: a The percentage number = (total quantity of episodes related to a particular reason about a 
trusting belief from all participants)/(total quantity of episodes related to all reasons about a trust-
ing belief from all participants). b “Average” = (total quantity of episodes related to a particular 
reason about all three trusting beliefs from all participants)/(total quantity of episodes related to all 
reasons about all three trusting beliefs from all participants) 

Table 4. Percentage Distribution of Negative Trust Reasons (n = 120) (in percent)

Reason Competence Benevolence Integrity Average

Dispositional  12.5  21.1 27.4 19.1
Institutional  0.4  0.8  2.0  1.5
Heuristic  2.2  14.2  4.8 6.1
Calculative  9.4  12.9  6.8 9.9
Interactive  47.9  32.0  29.9 38.2
Knowledge based  27.6  19.0  29.1 25.2
Total 100.0 100.0 100.0 100.0

that are significant at the 0.001 level, thus indicating high individual item reliability. 
No item loads higher on another construct than it does on the construct it is designed 
to measure, and the square root of each construct’s AVE is greater than the correla-
tions between the construct and others. Therefore, the trust belief measures have good 
discriminant and convergent validities. The measurement items for the trusting beliefs 
are shown in the Appendix.

The PLS results reported in Figure 1 reveal the causal strengths of the positive and 
negative reasons on trust in RAs. We found that the positive dispositional and knowl-
edge-based reasons were significantly associated with higher trust, but the negative 
ones were not significantly associated with lower trust. Therefore, H1 and H6 were 
partially supported. For institutional and heuristic reasons, either positive or negative 
reasons did not exert any significant effects on trust. Therefore, H2 and H3 were not 
supported. Regarding the calculative and interactive reasons, as we posited, the positive 
reasons were significantly associated with higher trust and the negative reasons were 
significantly associated with lower trust. Hence, both H4 and H5 were supported.
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Discussion

Findings

THIS STUDY WAS AIMED AT REVEALING THE underlying reasons about the extent of trust 
in decision support technologies. Conjunctive reasons are involved when forming 
trusting beliefs [23, 31]. By extending theories of trust formation in interpersonal 
and organizational contexts to that of decision support technologies, we identify six 
reasons why users form a certain level of trust in a technology in the early stage of 
their use of the technology. The causal strengths of the positive and negative reasons 
are revealed from a structural equation modeling analysis.

The results show that four reasons (i.e., knowledge based, interactive, calculative, 
and dispositional) influence users’ extent of trust in RAs, while institutional and 
heuristic reasons do not. Among the four influential reasons, three (i.e., calculative, 
interactive, and knowledge-based) are triggered by a trustor’s experiential use of 
technology. Hence, we conclude that trust in an RA can be mainly attributed to the 
experiential use of an RA.

Furthermore, we found that the causal strengths of positive and negative reasons 
are not entirely asymmetric. Overall, the positive reasons are more influential than 
the negative ones. Particularly, for the dispositional and knowledge-based reasons, 
only the positive reasons are associated with higher trust but the negative reasons 
are not associated with lower trust. This is different from earlier observations in the 
interpersonal and organizational contexts that negative events and cognitions are 
generally more influential in people’s judgments than positive events and cognitions 
[29, 35]. Our finding shows that trust can be robust, especially when it is built upon 

Figure 1. PLS Results
Notes: Factors on the left-hand side are positive reasons and those on the right-hand side are 
negative reasons. n.s. = nonsignificant; * p < 0.05; ** p < 0.01.
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an experiential use of the technology (e.g., [40, 43]). This is probably because people 
consider behavioral experiences as reliable and readily accessible in their memory 
[43], thus exerting stronger effects on the formation of trusting beliefs.

Limitations

Before discussing the implications of this study, we first consider its limitations. 
The results are based only on a single type of Web-based decision support technol-
ogy—namely, RAs—which may limit the generalizability of the study’s findings. The 
reasons about trust in different types of technologies as well as their relative causal 
strengths may vary. The literature on trust shows that a need for trust requires some 
level of risk [39]. In this study, we focus on decision support technology because of 
decisional risks involved when delegating some decision tasks to the technology.

When using a different type of technology for a certain task, the risks involved in 
using the technology may be different, thus influencing consumers’ involvement in the 
task. According to the elaboration likelihood model (e.g., [49]), under different levels 
of motivation and involvement, the extent to which a person scrutinizes and examines 
a trustee will differ. When the involvement is low, people will rely more on heuristic 
cues; otherwise, they will base their judgment more on their substantial interactions 
and the systematic processing of information about the trustee. Our experimental task 
of using RAs for online shopping may have obtained a relatively high level of par-
ticipant involvement. As a result, consumers’ cognitive evaluations may rely more on 
their interaction with the RA and their knowledge about the RA than on the heuristic 
cues. This may explain why the heuristic reasons are not influential. Future research 
would therefore be required to understand why trust is formed in different types of 
decision support technology for various contexts.

The findings of this study may also be limited in that the experimental tasks did not 
involve real purchases, although the participants were instructed to treat the experimen-
tal tasks as if they were real. The participants were only asked to decide what camera 
models to buy with the support of an RA. Therefore, the participants focused primarily 
on the RA rather than on the e-vendor or other environmental and institutional factors 
that could be more relevant when a real purchase is involved. This may explain why 
the institutional reason did not appear to influence trust in this study. Future research 
is therefore needed to examine the trust attributions in a real shopping environment 
where consumers’ concerns regarding the vendor may be stronger and, as a result, 
where the causal strengths of trust attributions may differ.

Furthermore, the written protocol method has its limitations. In this study, we used 
retrospective written protocols (i.e., protocols were collected after the experimental 
tasks). However, this methodology requires participants to recall experiences after 
completing the experimental tasks, which might have allowed them to systematically 
reorganize their perceptions and cognitions [62]. Moreover, the essay questions used to 
elicit the written protocols may have caused the participants to act more self-reflectively 
than usual to justify their trusting beliefs [19], which may systematically increase the 
quantity of episodes. Nevertheless, this study is not solely based on the quantity of 
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episodes to judge the influence of trust attributions. Instead, a structural model was 
tested to reveal the relative causal strengths. It was not evident that participants might 
have overjustified their trust with a particular reason. Therefore, the threat from using 
a written protocol approach should not be a concern.

Implications for Trust Research

This study makes several contributions to the research on trust. Specifically, the empiri-
cal investigation of the underlying reasons why trust is formed in an online decision 
support technology is its major contribution to research and to the trust theory. Prior 
research on trust, in contrast, has primarily focused on interpersonal and organizational 
trust while largely neglecting trust in technological artifacts [27, 66, 67].

Particularly, the present study identified some distinctive features of trust formation 
in online decision support technologies, RAs for e-commerce to be specific. We found 
that in the early development of trust in RA technologies for online shopping tasks, users 
mainly rely on their experiential interactions with the technologies. This finding likely 
results from the limited cues available to judge the trustworthiness of RAs in online 
environments as compared to a human advisor’s (e.g., a salesperson’s expressions and 
tone, which can be used to judge them in traditional shopping environments) [66].

In addition, as Bengtsson et al. suggested, “they [computers] are unable to supply 
the kind of contingent and fully synchronous interaction that is present in FtF [face-
to-face] conversation” [7], whereas “humans have more behavioral resources at their 
disposal to achieve an appealing and credible demeanor, and they are better able to 
adapt their conversations if there are indications that their image is suffering” [7]. 
Because computers, to some extent, lack compensatory and adaptive responses, they 
are at a “disadvantage” within the context of human–technology interaction and, as 
a result, they may not gain the users’ trust. As a substitute, consumers may interact 
more freely and extensively with an RA, inasmuch as there are no strict social routines 
that limit one’s interactions with an RA [28, 33]. This may offset the shortcomings 
of human–computer interactions in terms of adaptability of technology. Therefore, 
differences may exist in the formation of interpersonal versus technological trust that 
are induced by different cues and interactions; presumably, a user considers an RA 
as a more objective advice-giving entity that exhibits fewer social cues on which to 
base trust than a person who advises the user [28]. This also explains why the heuristic 
reason is not influential in the formation of trust in RAs.

Moreover, our protocol analysis results confirm that simultaneous positive and nega-
tive trust attributions exist in the early formation stage of trust in RAs and that their 
causal effects on trust are not totally asymmetric. Trust can be robust, especially when 
it is built upon experiences [43]. Previous trust studies primarily “discuss asymmetry 
in the consequences of trust versus distrust (rather than the determinants of trust)” 
[57, p. 20] and explore the asymmetric effects of consumer judgments on trust versus 
distrust (e.g., [10]). Few studies have specifically examined the asymmetric effects 
of positive versus negative trust reasons. Our research represents an early research 
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effort in this regard and more future research is needed to systematically examine 
such asymmetric effects.

Implications for Practice

By revealing the reasons why users trust online decision support technologies, this 
study provides several important practical design guidelines and implications (for 
RAs, in particular). The most influential reasons are knowledge based, interactive, 
and calculative, each of which can be engendered by different technological features 
and functionalities as discussed next.

Knowledge-Based Reason

Explanation facilities need to be embedded in online decision support technologies to 
effect a knowledge-based reason [67]. For instance, an RA should inform consumers 
about how and why it performs in a certain way so that users can better understand 
its behavior. It should also provide consumers the necessary knowledge and guidance 
(i.e., the trade-offs among different product attributes) for them to make informed 
choices in their interactions with the RA [67]. The data from this study reveal to what 
extent trust in an RA is enhanced when it provides explanation facilities (results are 
reported in Wang and Benbasat [67]). A comparison of the subjects in the “with” 
explanation treatment to those in the “without” shows that when explanations are 
available, the number of positive episodes of the knowledge-based reason increased 
fourfold (i.e., from 3.5 to 16.5), while the number of negative episodes dropped from 
17 to 1. This confirms the effects of explanation facilities on promoting trust in RAs 
due to a knowledge-based reason.

There are also other means to prompt the knowledge-based reason. For example, as 
revealed in the written protocols, feedback about an RA from other consumers can be 
a source of additional information. Likewise, providing a discussion forum about an 
RA can assist a consumer in eliciting feedback about the RA from other consumers. 
These additional functionalities may help supply additional information about the RA 
and, consequently, prompt trust in the RA.

Interactive Reason

Consumers’ expectations about RA design and performance can influence trust in the 
RA due to an interactive reason. For instance, as inferred from the written protocols, 
participants with different levels of product expertise expected an RA to behave in 
different ways. Those with low levels of expertise expected the RA to ask questions 
related to the basic features of cameras, whereas those with high levels of expertise 
expected the RA to elicit their requirements on both basic and advanced features. 
Accordingly, RA–user dialogues should be designed in a personalized manner, as 
suggested by Komiak and Benbasat [27], and in an adaptive fashion in order to pre-
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sent different types of questions and different levels of sophistication expected by the 
different segments of the user population [54].

Another approach to foster trust in an RA based on an interactive reason is that 
the decision strategy used by an RA should enable it to find suitable products in a 
way expected by the consumers. Consumers use different decision strategies (e.g., 
elimination-by-aspect, additive compensatory) to choose from multiple product al-
ternatives (e.g., [63, 64]). The strategy employed by an RA should therefore be flex-
ible so as to cater to different consumers’ decision strategy preferences. Otherwise, 
an RA that employs a decision strategy not congruent with what consumers prefer 
and expect leads to expectation disconfirmation. To increase flexibility, providing 
multiple strategies and enabling users to control the decision strategy are therefore 
desirable [56].

Calculative Reason

One of the key factors associated with the calculative reason is the gains from the RA 
use (perceived usefulness). A major benefit of using RAs is the facilitation of con-
sumers’ decision making. However, one weakness of current RA applications is that 
consumers’ abilities to evaluate the RA’s product recommendations are limited. One 
solution is to embed multimedia technologies into RAs in order to facilitate consum-
ers’ product evaluation and enable them to express their preferences better. Virtual 
reality technology combined with RAs can enable consumers to not only express their 
preferences and obtain recommendations but also evaluate the product recommenda-
tions and reconfigure their preferences. These tools can facilitate consumer decision 
making and deliver more benefits to users [26]. With these features and capabilities 
incorporated into RAs, recommendation services for customers will be more effective 
and more likely to earn users’ acceptance.

Conclusions

As Web-based decision support technologies become increasingly available to boost 
customers’ online experiences, trust in technologies plays a central role in the effec-
tiveness of these technologies. Trust influences consumers’ use of technologies [28, 
66] and their perceptions of the Web store that provides these technologies [65]. This 
research reveals the reasons why users trust decision support technologies. Theories 
on interpersonal and organizational trust apply to the context of RAs, but the formation 
of trust in technology also involves distinctive elements of human–computer interac-
tion. Understanding trust formation in RA-like technologies will assist researchers 
and practitioners in identifying the design that augments consumers’ trust, which will 
consequently increase the effectiveness and acceptance of decision support technolo-
gies. Future research is therefore recommended on RA designs that can enhance us-
ers’ trust in RAs. With enhanced trust in technologies, organizations can attract more 
customers and facilitate their relationship building with customers [52].
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NOTES

1. A detailed discussion on people’s social responses to technology is provided in the online 
Supplement A (http://wang.CityU.net/PaperSupplement/JMIS07/default.html#A).

2. These reasons have also been referred to as bases and antecedents of trust, trust processes, 
or even trust per se. The trust literature has a divergence of views in this regard. For example, 
Gefen and Straub [17] and McKnight and Chervany [40] summarized a set of antecedents of 
trust, such as calculative-based and knowledge-based trust. Similarly, Kramer [29] suggested 
several bases of trust that promote the emergence of trust, and Zucker [68] proposed several 
modes of trust production. Nevertheless, it has been acknowledged that trust is difficult to 
measure directly and that people use indirect measures (e.g., these antecedents as indices or 
signals) to determine the level of trust [68, p. 54]. As a result, these reasons, antecedents, and 
bases of trust have been referred to as different types of trust as well.

3. Trust development can go beyond the initial stage when users interact with an RA many 
times. In such a stage, other reasons may explain the extent of trust, such as the identification-
based reason suggested by Lewicki and Bunker [35]. Because we focus on trust formation in 
early stages, reasons that justify the late stages of trust formation are excluded.

4. As introduced in the second section, trust in RA includes three belief dimensions (i.e., 
competence, integrity, and benevolence). Given the limited work in the area of trust formation 
in decision support technology, it is difficult to posit the causal effects of a trust reason on a 
particular trusting belief. Therefore, the hypotheses were not formulated in the belief dimen-
sion level.

5. Screenshots of the RA interfaces are provided in the online Supplement B (http://wang.
CityU.net/PaperSupplement/JMIS07/default.html#B). Figure 1 provides a screenshot of the 
RA–user dialogue and Figure 2 provides a screenshot of product recommendations arising 
from the RA–user dialogue.

6. The product database used in the recommendation agents contained 134 products. Most 
of the product models available in the market at the time of the experiment were included. 
The exact number of recommended products depended on the requirements elicited from the 
participants.

7. More discussion is provided in the Limitations section.
8. Future research is needed to investigate whether or not the ownership of an RA makes a 

difference in users’ trust attributions as well as the relative effects of the attributions.
9. The training session also helps deal with potential novelty effects. At the same time, to 

ensure that the trust formation examined in this study is still in the early stage, the training 
materials used PowerPoint slides showing screenshots of the tutorial RA, but the participants 
did not have real interactions with the RAs during the training session.

10. Our pilot test revealed that many participants were not very confident in evaluating an 
RA after completing only one task. After two tasks, the participants were able to form a certain 
level of initial trust in the RA.

11. We used the term virtual advisor to refer to the RA because participants in our pilot test 
suggested that this term would be easier to understand than the term recommendation agent.

12. Landis and Koch [30] suggested a kappa ranging from 0.61 to 0.80 as a benchmark of 
high agreement.

13. Detailed measurement validation can be found in Wang and Benbasat [66], which provided 
nomological validity for the measures of trust in RAs and examined an integrated trust–TAM for 
user acceptance of RAs.
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Appendix

Trust Measures

Trusting Belief–Competence

 1. This virtual advisor is like a real expert in assessing digital cameras.
 2. This virtual advisor has the expertise to understand my needs and preferences 

about digital cameras.
 3. This virtual advisor has the ability to understand my needs and preferences 

about digital cameras.
 4. This virtual advisor has good knowledge about digital cameras.
 5. This virtual advisor considers my needs and all important attributes of digital 

cameras.

Trusting Belief–Benevolence

 1. This virtual advisor puts my interest first.
 2. This virtual advisor keeps in mind my interests.
 3. This virtual advisor wants to understand my needs and preferences.

Trusting Belief–Integrity

 1. This virtual advisor provides unbiased product recommendations.
 2. This virtual advisor is honest.
 3. I consider this virtual advisor to be of integrity.






